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In this paper we present an acoustic motion detection system to be used in a small mobile robot. While the
first purpose of the system has been to be a reliable computational implementation, cheap enough to be built in
hardware, effort has also been taken to construct a biologically plausible solution. The motion detector consists
of a neural network composed of motion-direction sensitive neurons with a preferred direction and a preferred
region of the azimuth. The system was designed to produce a higher response when stimulated by motion in
the preferred direction than in the null direction and that is in fact what the system does, which means that, as
desired, the system can detect motion and distinguish its direction.

1 Introduction

Sounds arriving at one ear are slightly different from
the same sounds received by the other ear. It is these
interaural differences, along with other spectral cues,
that are used by the auditory system to find out the
sound sources’ locations.

In the human species the localisation of sound
sources starts at the superior olivary nucleus. The
medial superior olive uses the difference in time be-
tween the arrival of the sound at each of the two
ears, which is called the Interaural Time Difference
(ITD), to localise sound sources. The azimuth of the
source can be extracted from this difference®. If the
sound comes from 0° in azimuth or 180° it will reach
both ears synchronously (ITD=0); the maximum ab-
solute value of ITDs (max;rp) is obtained whenever
the sound comes from 90° or -90°. Other positions
will have ITDs between 0 and max;rp. On the

aStrictly speaking, it cannot. The sound can be located on a
hyperboloid of revolution, the surface for which the difference
in path lengths to the ears is fixed. However, assuming that
the sound comes from a certain elevation we can extract the
azimuth from the ITD.

other hand, the lateral superior olive uses the differ-
ence in intensity between the signals arriving at each
ear, which is called the Interaural Intensity Difference
(IID), to localise sound sources [5]. If the wavelength
is less than or equal to the distance between the ears
there is ambiguity when extracting the azimuth of the
source from ITDs. For this reason and also from re-
sults of experiments it is thought that ITDs are only
used for frequencies below a certain value which de-
pends on the size of the head, while IIDs are used for
frequencies above that value.

The cells in the medial superior olive are binaural
neurons with two sets of dendrites, which receive their
inputs from each cochlear nucleus. These neurons are
sensitive to specific temporal delays between the ar-
rival of the signal at the two ears [5]. The neurons are
arranged in a pattern such that neurons close to one
extreme of this nucleus are maximally activated by
short delays between the arrival of the signal at each
ear, while neurons close to the opposite end of the
nucleus are maximally activated by long delays. The
cells which lie between the two ends of the nucleus
respond maximally to intermediary delays [5]. In this
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way, this nucleus has a spatial pattern of neuronal
stimulation, or in other words, it has a topographic
map of ITDs.

This spatial organisation of ITDs is spread through
the auditory pathways up to the auditory cortex,
where the region which is most stimulated determines
the direction from where the sound comes from [5].

Since it is well understood how ITDs vary with
azimuth and also a system based on these cues to lo-
calise sound can be easily implemented in hardware
and computationally cheap software, the motion de-
tector we have built works on ITDs to localise and
detect motion of sound sources. Also, it is composed
of four auditory topographic maps, which are divided
into three layers (Fig. 1). The neurons in each map
are organised in the same way as the neurons in the
medial superior olive nuclei, apart from the fact that
instead of having two maps (one to localise sounds
coming from each side of the brain) we have joined
each pair of maps into a larger vector whose middle
position corresponds to the frontal azimuth. All four
maps have the same spatial organisation of ITDs.

2 The Acoustic Motion Detection Neural
Network

The Acoustic Motion Detection (AMD) neural net-
work is composed of three layers, the azimuth esti-
mation layer, the motion layer and the static layer,
(see Fig. 1). The azimuth estimation layer includes
the azimuth estimation map that is built using ITDs.
The motion layer is composed of two maps which are
sensitive to motion. One of the maps is sensitive to
leftwards motion in the azimuth while the other is sen-
sitive to rightwards motion. Finally, the static layer
contains the static map, whose function is to detect
static sound sources.

All four maps have the same number of neurons,
which are related to regions in the azimuth. The left-
most position of each map is related to —90° in az-

imuth, the middle position corresponds to the frontal
azimuth (0°) and the rightmost position corresponds
to 90° in azimuth. Also, the maps have the same
topographic organisation, that is, neuron ¢ in the az-
imuth estimation map is related to the same region
of the azimuth as neuron 7 in each of the other maps.

Using ITDs to estimate the position of sound
sources does not allow us to distinguish whether a
sound comes from ahead or behind. Nevertheless,
with a head rotation the ambiguity can be overcome.
In fact, head rotations are used in biological systems
to help localising sound sources.

The neighbourhood preserving characteristics of
the auditory system are used in this artificial system.
Not only are the cells of each map arranged by regions
of the azimuth they are related to (nearby cells cor-
respond to nearby regions of azimuth) but also that
organisation is similar in all the maps. In other words,
the topographic organisation of the azimuth estima-
tion map is preserved in the motion and static lay-
ers. Additionally, according to what is said in [8, 18],
the axons that come from the same neighbourhood in
the source map reach the same neighbourhood in the
target map and different cells in the same map have
similar connections.

In the following sections the three layers that com-
pose the AMD network will be seen in detail.

2.1 The Azimuth Estimation layer

The Azimuth Estimation layer is used to estimate the
azimuth of sound sources with or without motion.
This layer is composed of a map, which resembles
the organization of the medial superior olive and is
produced by the Sound Source’s Azimuth Estimation
(SSAE) system [3].

The SSAE system estimates the azimuth of sound
sources using I'TDs, which are found using Zero Cross-
ings. This system divides the signal into several fre-
quency bands and produces a map for each band.
Each of these maps is used as the input layer of a
different AMD neural network. In the remaining of
this paper we will refer to just one of these maps.

The map produced by the SSAE system works as a
voting system and every ITD contributes with a vote
to its construction. For instance, if the arriving ITD
says that sound comes from 45°, a vote will be added
to the position of the map that corresponds to 45° in
azimuth. Each cell contains the number of votes to a
given region of the azimuth. For that reason this map
can also be called the vector of votes. The value of
each cell in the map is a measure of how certain the



Figure 2. The AMD neural network connections. The neurons on the bottom belong to the azimuth estimation map. Neuron [;
belongs to the leftwards map, neuron r; belongs to the rightwards map and neuron s; belongs to the static map. The neurons’
subscript tells the regions of the azimuth they are related to, for instance, neuron a; is related to region ¢, just like neuron I;, r;

and s;. The lines ‘—’ represent excitatory connections while the lines ‘_ _

connections. (b) The static layer connections.

system is that sound comes from the region related to
that cell. If there is a cell with a value much higher
than the others, it means that the system thinks that
sound comes from the region related to that cell. (For
more details on the SSAE system see [3].)

2.2 The Motion layer

The Motion layer is responsible for detecting acous-
tic motion. This layer is composed of two maps,
the leftwards and the rightwards map, which have
the azimuth estimation map’s topographic organisa-
tion. The value of each cell in these maps indicates
if there is a sound source moving in the region the
cell is related to. The leftwards map indicates if the
sound sources are moving leftwards while the right-
wards map indicates if the sound sources are moving
rightwards.

Motion-direction sensitive neurons

Several sources [1, 4, 10, 15, 16] not only show that
there are acoustic motion sensitive neurons but also
agree that these neurons are motion-direction sensi-
tive, that is, the neurons not only respond to moving
sounds but also they have a higher activation when
responding to sounds moving in a specific direction,
which is called their preferred direction. In [16] the
authors go even further and say that these neurons
have a preferred region in the azimuth, which sug-
gests the existence of auditory motion-direction maps
in the auditory system. Also, Mékeld and McEvoy
say that the cells with the same preferred direction
are grouped together [10].

Many of the neurons sensitive to motion do not
distinguish between motion in the preferred direc-

)

represent inhibitory connections. (a) The motion layer

tion and static sounds (that is, they have a direction-
independent excitation). Nevertheless, some neurons
do in fact distinguish between moving and station-
ary sounds. These cells can have a higher response
to motion in the preferred direction than in the null
direction, which is the direction opposite to the pre-
ferred direction, or stationary sounds, which suggests
a direction-dependent excitation. There are also neu-
rons that do not distinguish between motion in the
preferred direction and stationary sounds but which
can have a lower activation in response to the null
direction, which suggests a null-direction inhibition
(that is, a direction-dependent inhibition). Lastly,
some neurons can also have a direction-independent
inhibition [1, 15].

Wagner and Takahashi have built an acoustic
motion detector composed of neurons which are
both direction-independent excitatory and direction-
dependent inhibitory [15]. In other words, the neu-
rons’ activation is stronger when responding to static
sounds or motion in the preferred direction than mo-
tion in the null direction.

On the other hand, we have tried to build
the leftwards and the rightwards motion neurons
with direction-dependent excitation and direction-
dependent inhibition. Therefore, the activation level
of these neurons is higher when stimulated by motion
in the preferred direction than when stimulated either
by stationary sounds or motion in the null direction.

Additionally, the neurons with the same preferred
direction were grouped in the same map, giving rise
to the leftwards map and the rightwards map (which
agrees with Makeld and McEvoy’s statement about
having the neurons with the same preferred direction
grouped together [10]).



The activation levels

Each neuron in the leftwards and in the rightwards
map is supposed to tell if there is leftwards or right-
wards motion in the region it is related to. For that
purpose the neurons must be sensitive to temporal
and spatial changes of the sound source’s azimuth.

That sensitivity can be obtained by looking to the
history of the winning cells in the azimuth estimation
map. For instance, if at some instant of time, ¢t — n,
cell a;_1 in the azimuth estimation map wins a vote
and the next cell to win a vote is cell a; at time ¢,
it looks like the sound source is moving rightwards
(from region ¢ — 1 to region 7). Thus, cell r; in the
rightwards map should notice it at time ¢ and fire (see
Fig. 2 (a)).

If the neurons in the motion layer are able to mem-
orise past activation levels of some of the cells in the
azimuth estimation map they will be able to check
whether there is movement in their preferred direc-
tions. Lets suppose that cell ¢ in the azimuth estima-
tion map wins a vote when sample s has been pro-
cessed. Then the value of cell 7 at sample s is higher
than its value at sample s — 1 times the decay (see
[3]), that is,

Aty
votes(s, i) > votes(s — 1,i) x erx2bend=T

with At, the time since the previous vote, that is, the
time between sample s and the last sample where a
vote occurred (At, is always increasing until a new
vote appears). T is a constant smaller than zero and
band is the highest cutoff frequency of the band being
considered.

However, considering consecutive samples makes
the system respond to velocities of one azimuth region
per inter-sample time, i.e.,

region f

w = AT region X 53 =147 x 105(05_1),

where region stands for the degrees of the azimuth
that each vector cell corresponds to and At is the
time between two samples, which is 2/ f;, with fs the
sample frequency®. This is unreasonably fast.

Therefore (considering intervals of n + 1 samples)
to be certain that there was at least one vote between
sample s —n and sample s one has to make sure that®
(see [3]):

s Atj

votes(s,i) > votes(s —n,i) X ezf:s—" rxzband=1

bIn this system region = 6.67° and fs = 44100Hz. Also, note
that At and Ats have different meanings.

¢Note that the decay is applied to each cell in the azimuth
estimation map every time a new sample is processed.
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Figure 3. Each line in the figure represents part of an az-
imuth estimation map. Two consecutive lines are two config-
urations of that map displaced by n + 1 samples (line s is the
most recent). Therefore, grey circles represent votes(sample —
n,region) while white circles represent votes(sample, region).
In order to sense motion the neurons in the motion layer must
detect votes between black and white circles in the same col-
umn. (a) The comparisons to be done to detect leftwards mo-
tion. (b) The comparisons to be done to detect rightwards
motion.
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Having all that in mind, the activation of the neu-
rons in the motion layer can be done by memorising
and comparing past activations of the neurons in the
azimuth estimation map. Comparing the values be-
tween the white and grey circles in each column of
the masks in Fig. 3 a neuron can detect motion in its
preferred direction approaching its preferred region.
For example, neuron [; can detect leftwards motion
in region ¢ comparing the activation values marked
in Fig. 3 (a) while neuron r; can detect rightwards
motion in the same region comparing the activation
values marked in Fig. 3 (b).

Therefore, the activation functions of leftwards and
rightwards neurons are:

votes(s,i) if d(s,i) >ty
and d(s —n,i+1) > t;
left(s,i) = and d(s — 2n,i+2) > t;
0 otherwise
(1)
votes(s,i) if d(s —2n,i—2) > t;
and d(s —n,i—1) > t;
right(s,i) = and d(s,) > t1
0 otherwise
(2)
where:

Zs Atj
d(s,i) = votes(s,i)—votes(s—mn, i) x eieti=s—n rxaband=1
(3)
A threshold function was introduced because com-
puters have not a infinite precision and also to make



the system not only more reliable but more biologi-
cally plausible as well.

Apart from these excitatory connections, each neu-
ron in the motion layer has also an inhibitory connec-
tion from its corresponding neuron in the map of its
null direction. In other words, there is an inhibitory
connection both ways between neurons ¢ of the left-
wards and rightwards maps. The weakest neuron’s
activation is inhibited by this connection whereas the
strongest neuron’s activation is kept unchanged. The
reason why the strongest neuron wins is that this neu-
ron was the last to detect motion (i.e. this neuron
detected a more recent vote than the vote detected
by its partner).

It turned out that even for static sounds the vec-
tor of votes’ maximum can have some little changes of
position over time. The more positions the vote has
to travel leftwards or rightwards in order to prove
that there is leftwards or rightwards motion the bet-
ter the system performance is. In order to have a
more reliable output the masks used by the motion
layer can have more columns (and consequently more
lines). Thus, there is a tradeoff between computa-
tional expense and how reliable the output is. The
AMD neural network is using three columns masks.
Its masks look like those in Fig. 3.

2.8 The Static layer

The job of the static layer is to detect static sound
sources. This layer contains the static map, which is
composed of neurons sensitive to static sounds. Each
neuron in the static layer is activated by its corre-
sponding neuron in the vector of votes. The neuron
can only be activated if the same position in the vec-
tor of votes graph is a peak high enough to pass a
threshold which depends on the total activation of
the azimuth estimation map. In addition, the neu-
ron’s output can be inhibited by the maps of the mo-
tion layer (Fig. 2 (b)). If there is motion detected in
either way in region ¢, the output of static neuron ¢ is
inhibited. These neurons are thus sensitive to sound
but not to motion. The activation function of this
layer is:

votes(i) if left(i) = 0 and right(i) =0
and t(votes(i)) >0
and votes(i — 1) < votes(i)
and votes(i + 1) < votes(7)

0 otherwise

Table 1. Average of the activation of all the units in the left-
wards and rightwards maps over time. The same sound, crum-
pling paper, was used moving in the two possible directions,
static and combined with another source of the same kind.

| leftwards map | rightwards map |

moving rightwards 12 16
moving leftwards 19 11
a static source 8

two static sources 2 1
where:

0 otherwise

Hz) = { r if 2/ votes > to (5)

3 Results

To test the motion detector some recordings of voices,
coughs, whistles, clapping hands, crumpling and tear-
ing paper, feet beating on the floor, rolling chairs,
among others, were made using two microphones dis-
placed by 9.5¢m, into PCW files which can be di-
rectly used by MATLAB (the language used to build
both the SSAE system and the AMD neural network).
The recordings were performed in a real work environ-
ment. There were background noises like the sound of
keyboards and voices. Also we used no pinnae. The
same sounds were recorded moving into different di-
rections, in different regions of the azimuth and with
different velocities.

3.1 The Motion layer

In order to observe how the system reacts to the null
direction we tested the system with and without the
cross inhibition between the leftwards and rightwards
maps.

As explained in the previous sections, the neurons
in the motion layer have a stronger activation when
responding to motion in the preferred direction than
when responding to motion in the null direction or to
static sounds. Just as with cortical motion-sensitive
neurons that have a higher response to motion in the
preferred direction than in the null direction, some
activation is still expected in response to motion in
the null direction [1]. Table 1 is a typical example of
the results obtained. This table compares the mean
activation of the motion maps with moving and static
sounds. The same sound was used with and without
motion, also the results using a two sources sample are
included. The first two lines of this table show the re-
lation between the activation of the two motion maps




over time in response to the same sound moving into
different directions. The mean activation as response
to the preferred direction is higher than as response
to the null direction, for instance the leftwards map’s
mean response to the preferred direction is 19, while
to the null direction is 12. In addition, the highest
mean activation is found in the map whose preferred
direction is the same as the sound source’s movement,
for example when the source is moving rightwards the
rightwards map’s activation is 16, while the leftwards
map has a lower activation, 12.

The reason why there is activation in response to
the null direction is that though the highest peaks
in the vector of votes are moving in the preferred di-
rection, there are still some fluctuations to the other
direction due to wrong guesses of the azimuth estima-
tion map (see [3]). The response to the null direction
depends on the source’s velocity as well as the num-
ber of samples considered in one interval (n+1 in Eq.
(3)). Even with fluctuations from left to right and
vice-versa if the masks have more columns the sensi-
tivity to the null direction decreases. Note that when
introduced, the cell-to-cell cross inhibition between
the leftwards and rightwards maps removes much sen-
sitivity to the null direction. With a neighbourhood-
to-cell cross inhibition between the two maps the sen-
sitivity to the null direction decreases even more.

The response to static sounds is much lower than
the activation in the preferred and in the null direc-
tion. Just a few cells are active in the graphs of the
leftwards and rightwards maps when a static sound is
heard. Table 1 shows that the motion maps activa-
tion is much lower when responding to static sounds.
Take as an example, the leftwards map: its response
to the preferred direction is 19, to the null direction
is 12, while to a static sound is much lower, 8. Also,
the system does not confuse sounds from two static
sources with movement. Notice the last line in the
table, which has much lower values than the first two
lines.

3.2 The Static layer

While the azimuth estimation map shows some out-
put outside the region with the strongest value [3], the
static map filters that activation and just the regions
with the highest values, that is, the local maxima, are
active in this map. The accuracy of the static map is
therefore the same as discussed in [3] for the azimuth
estimation map. Comparing the azimuth estimation
of different sounds at the same location, it was ob-
served that the estimation accuracy depends on the

kind of sound. Additionally, comparing the azimuth
estimation of the same sound at different locations,
it was concluded that the accuracy also depends on
the region of the azimuth. The humans’ estimation
accuracy also depends on the frequency of the sound
and the region of the azimuth.

It turned out that the system has an estimation
error between 0° and 13.34°, depending on the sound
source and the source’s location. Though this esti-
mation error may seem a lot, it is in fact better than
the human estimation error, which can be as high as
16.3° [7].

Additionally, the static map and the azimuth es-
timation map share some other properties. To begin
with, different sound sources emitting sound at the
same time can be localised with the same estimation
errors as the localisation of a single sound source. On
the other hand, even though the duplex theory states
that ITDs are used just for low frequencies (such that
the wavelength is bigger than the distance between
the ears) it turned out that the system is able to use
ITDs to correctly localise sound sources with frequen-
cies higher than those, provided that the interaural
phase difference is less than 27 (IPD < 27). (See [3]
for more details on these results.)

4 Conclusion

In this paper we presented a biologically plausible
neural network that localises sound sources and de-
tects acoustic motion. The neural network builds
three topographic maps as output, one sensitive to
leftwards motion, other to rightwards motion and the
last sensitive to static sounds. As input the network
uses an azimuth estimation map built by the SSAE
system [3], which uses ITDs to estimate the azimuth
of sound sources.

As desired, the response of the motion maps to
a static sound is much lower than their response to
moving sounds (either in the preferred direction or
the null direction). Also, as expected, it turned out
that when a sound source is moving, the map whose
preferred direction is the sound source’s direction, ac-
quires a higher activation level than the other map.
However some solutions to obtain a lower level of ac-
tivation in response to the null direction were con-
sidered. The cell-to-cell cross inhibition between the
leftwards and rightwards maps could be changed to a
neighbourhood-to-cell cross inhibition. In this way, if
leftwards motion were detected in a certain region, no
rightwards motion could be detected in the region’s
neighbourhood.

Although the static map has a good performance



concerning the detection of static sounds, its overall
response to moving sounds could be improved chang-
ing its cell-to-cell inhibition into a neighbourhood-to-
cell inhibition. Thus, if some motion were detected
in a region’s neighbourhood, the static cell related to
that region would not be allowed to sense static sound
sources.

Apart from testing the system’s sensitivity to mo-
tion, its ability to localise sound sources was also
tested. It was observed that, just like what happens
with humans, the azimuth estimation accuracy de-
pends on the kind of sound as well as on the region of
the azimuth. The system has an azimuth estimation
error between 0° and 13.34°, which, as seen above is
better than the humans’ estimation error.

Additionaly, the system identifies and localises dif-
ferent sound sources emitting sound at the same time
with the same range of errors as mentioned in the
previous paragraph.

Finally, it turned out that even though the duplex
theory states that ITDs are used to localise sounds
with a wavelength bigger than the distance between
the ears, the system is able to localise sounds with
lower wavelengths, provided that the IPD is less than
27.
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