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Abstract. The design of large IT infrastructures is a complex problem because is dependent on many 
variables and must evolve rapidly to cope with business changes. The use of IT infrastructure patterns 
can improve this design process by allowing to reuse proven solutions to recurrent problems and by 
facilitating communication among IT design stakeholders. However, known IT infrastructure patterns 
are mostly like vendor-specific blueprints. As such, they are not very helpful in comparing 
alternatives and supporting independent design decisions. 

In this paper we introduce patterns in the domain of IT infrastructures covering aspects from its 
rationale to instantiation. This is the first step in the creation of a pattern language that will hopefully 
leverage the IT infrastructure design process. 
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1. Introduction 

The concept of IT Infrastructure (ITI) conveys the use of various components of information technology 

(hardware, software and network infrastructure) upon which IT services are provided [1]. The primary 

purpose of an ITI is to support and enhance business processes, so they are the foundation upon which the 

business processes that drive an organization’s success are based [2]. ITIs must be quickly adapted to 

support new technologies (e.g. grid services, web services, internet applications, and application 

integration) and new types of services (e.g. wireless, broadband media, and voice services), while 

enforcing stronger access control and auditing policies and keeping high degrees of flexibility and agility. 

In such a scenario, one of the major problems faced by ITIs is their increasing size and complexity, 
that may jeopardize the delivery of real business value [3]. The size and complexity are often the result of 

ITIs created, designed or adapted by non ITI experts such as business decision makers, consultants, 

administrators, developers, software engineers, solution architects and other individuals (sometimes 

conflicting due to their own point of view) without ITI design guidelines and most of the times with the 

only purpose of responding to the requirements of a particular business application [4]. Designing ITIs for 

large organizations is a challenge task mainly because it requires knowledge of existing organization 

processes, the views of different players, and the coordination of technical expertise in three ITI domains 

(hardware, networking and infrastructure software) that rarely reside in a single individual. 

The design of solutions is achieved in most engineering fields by using appropriate abstractions. 

Although often the devil is on the details, raising the level of abstraction allows practitioners to find, share 

and apply standardized solutions to recurrent phenomena, by only retaining the information which is 
relevant for a particular purpose. 

In the area of IT infrastructures the application solutions to recurrent problems was caught as a 

business opportunity by several companies to standardize typical ITI building blocks based on their 

commercial components. Some of those companies developed methodological approaches to ITI pattern-

based design, by proposing design “blueprints” embodying vendor-specific components [5, 6]. 

In this paper we will report our preliminary effort on building a pattern language for supplier-

independent ITIs with focus on the design based upon proven solutions. Among other aspects, this 

language is expected to increase agility in the design of ITIs and contribute to their standardization with 

the use of well-known solutions. This effort is grounded on the hard-won lessons learned by the first 

author during several years of full-time work designing IT infrastructures for large companies, such as 

banks, telecoms and big wholesale resellers. 
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2. Pattern Language for ITI Design 

The work of the famous architect Christopher Alexander and his colleagues, that created the concept of 

design patterns, focused not only in individual patterns, but also in the concept of pattern language [7]. 

This term originally was meant to describe a vocabulary of interacting design strategies that can be used 

to develop human-scale, enjoyable and durable spaces, buildings, landscapes and towns.  

Generally speaking, a pattern language is a practical network of important, related ideas that provides 

a, as comprehensive as possible, treatment of a subject, using a common vocabulary and understanding. 

Usually, such languages are the result of accumulated experience and practice [17] and can be used in 
various situations such as to facilitate communication, sharing of ideas, build complex and heterogeneous 

solutions, identify recurrent problems, and provide a guided approach to solve those problems [19], 

therefore improving design quality and efficiency [18]. Since we are concerned with a specific knowledge 

area, we propose the following definition of a pattern language for ITIs: 

“An interconnected collection of IT infrastructure design patterns that come together to create a secure, 

reliable, available, performant and manageable IT infrastructure.” 

The use of ITI design patterns can be seen as a process to simplify the ITI design process, while 
reducing its risk and cost through the use of well-known solutions for recurrent problems. The solutions 

addressed by design patterns are not intended to be static and final. In fact, they are templates that can be 

customized and extended. Design patterns help breaking ITI complexity into smaller modules, thus 

allowing architectural decisions to be taken at a higher abstraction level. Design of infrastructures using 

this approach makes them more robust, scalable, reliable, and maintainable. Our ITI design patterns have 

a further advantage – they are supplier independent. A pattern should provide information on how a 

specific problem can be addressed without focusing on a specific technology or vendor.  

Due to space constraints we only include here the description of one ITI design pattern, named 

Distributor, an example from the Infrastructure Software domain. The full description of the whole 

collection of our ITI design patterns will be made available at the QUASAR website 

(http://ctp.di.fct.unl.pt/QUASAR/) as a technical report. 

 

3. Distributor Pattern 

Example 

Most organizations have thousands of systems (servers, desktops, laptops, mobile devices, etc.) available 

worldwide and connected through LAN and WAN connections in multiple locations such as the internet, 

internal networks, perimeter networks, as well as across firewalls and other security equipment that need 

to be managed and supported centrally, using a systems management tool or solution that has to be 

designed, adapted and configured in order to address business and technical concerns.  
Consider a medium size bank with thousands of branch offices connected to headquarters over 256 

Kbps WAN links and managed by a single location. At each branch there are in average 10 systems (e.g. 

desktop and laptop computers) with a business application called FT (Financial Terminal), which is 

responsible for performing all financial operations in that branch. In such a scenario the availability and 

performance of the WAN link is crucial and aspects such as link speed, available bandwidth, number of 

systems and the amount of network traffic are very important. Depicting the limitations with the WAN 

link, each of the 10 systems has to be managed (e.g. updates for antivirus, operating system and business 

applications, solving problems, hardware and software inventory etc.) while ensuring no significant 

impact in the WAN link. A possible way to manage these systems is to have a technician visiting each 

branch office or have someone at the branch office to support these activities. A more cost-effective 

solution consists in performing these activities remotely using a centralized systems management 

solution. In such a scenario the deployment of 20MB of updates corresponds to 200MB (20MB x 10 
systems) which will take almost 2 hours to complete over 256 KB WAN link. Without a proper design, 

the previously depicted software distribution operation would affect the performance of all branches for a 

considerable amount of time or even bring the whole infrastructure down. 

http://ctp.di.fct.unl.pt/QUASAR
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Context 

Distributed environment with systems deployed across a WAN links and managed by a central location. 
These systems typically include servers, desktop and laptop computers, among other devices, that need to 

be managed from a central location across a WAN link, while minimizing the impact of the network and 

applications at the remote location. 

 

Problem 

In large organizations it can be impractical or even unrealistic to manage distributed systems, in the 

presence of a reduced communication link. The inadequate design of a system management solution 

could jeopardize the business of the organization. 

 

Forces 

Designing solutions to manage distributed systems taking into consideration attributes such as 

performance, scalability and reliability is a challenge task that often results in poor solution designs with a 

significant impact to the organization, which sometimes lead organizations to move from one solution to 
another. In the design of a systems management solution, it is important to consider the following forces 

that have impact as you consider a solution to the problem: 

 The number of systems to manage in a remote location (with reduced bandwidth) influence 

solution, since may be required additional capacity to support these systems.  

 The type and frequency of management activities to perform remotely should be clearly defined. 

For instance to obtain software and hardware inventory information from remote systems once a 

month, may not have impact in the efficiency of the network, while the distribution of software 

packages have a direct impact with reduced bandwidth;  

 In the definition of the solution, more important than link speed is the available bandwidth. 

Often links are relatively high, but bandwidth is low due to multiple applications or applications 

running over the links; 

 The introduction of logical network components in a system management solution should be 

articulated with the physical network topology; 

 To ensure high performance and reliability, the system management solution must be tested 

across reduced links to validate that the design respond to the requirements; 

 Depending upon the activities performed, existing firewalls may have to be configured to allow 

management activities. The ports to open in a firewall are typical port 80 and port 443, but may 

vary with the system management solution. 

 

Solution 

The solution consists in the deployment of a server called distributor in remote locations acting as a 

proxy. The distributor is connected over a WAN link to the central location where the systems 

management solution resides and over LAN links to agents residing in remote systems. The use of a 
distributor provides efficient package distribution to remote locations with limited bandwidth. Fig. 1 

presents a common layout for a distributor in one of the most common management activities (Software 

Distribution). 
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Fig. 1: Distributor (systems pull/push software packages)  

 

With a distributor, for instance, packages to be distributed are downloaded only once from the central 

location to the distributor over the WAN link. Without such a distributor, each time a remote client 

system needs some packages, they must be transferred through the slow WAN link. The design structure 

of a systems management solution to address remote offices connected over slow WAN links is presented 
in Fig. 2. 

 

 

Fig. 2: Distributor Pattern 

 

The solution encompasses the following components: 

 Systems Management: Represents the main server responsible for managing and coordinating 

all operations such as provide policies to agents/systems; enable or disable features (e.g. 
inventory, remote control); provide software repository; receiving and storing agent data among 

other operations; 

 System: Each system has a piece of software running, often called agent responsible for 

providing services such as hardware inventory, software inventory and software distribution; 

 Distributor: Component that separates system management solution from agents or systems. It 

acts as an intermediate between these two entities to provide efficient use of resources in 

operations such as software distribution, hardware and software inventory among others. This 

component often resides in a remote location. 

 

To better describe the solution, we present a sequence diagram for a use case of a software distribution 

across a WAN link. 

Software Distribution 

Summary: The administrator intends to distribute a business application update to several systems in 

a branch office connected over a WAN link. 

 

Actors: Administrator. 

 
Precondition: Connectivity and software availability 

 

Description: 

a. The administrator defines policies and creates the software package with the business application 

updates; 
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b. The administrator deploys the software package to distributors; 

c. After successful package deployment to distributors, the package is advertised to systems 

running systems management agents; 

d. Agents get policies from central management  

e. Agents download content from local distributor and install content; 

f. The status of the installation is reported to Central management and a report is produced for the 

administrator. 

 

Postcondition: A new business application update was successfully deployed to remote systems. 
 

 

Fig. 3: Sequence Diagram for Software Distribution 

Consequences 

The distributor pattern presents the following advantages: 

 More efficiency for features such as software distribution to remote locations; 

 Less impact on the network usage, since the bandwidth usage is lower; 

 Less time to perform remote operations such as hardware and software inventory and software 

distributions; 

 Less loaded central system management solution, due to the use of distributors. 

 

The distributor pattern also has some (possible) liabilities: 

 The number of servers deployed can be considerable higher; 

 The costs associated with licensing and managing distributed systems may increase; 

 Some branch offices may not have conditions for accommodating a distributor due to energy or 

space constraints. 

Implementation 

This section discusses some implementation details regarding the use of distributors in system 

management solutions: 

 Depending on the number of systems managed in a remote location the use of a single distributor 

may not be enough; 

 Remote locations with reduced number of systems (e.g. one or two) should not have a 

distributor. There isn’t a exact number of systems to justify the deployment of a distributor, but 
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most times having more than five systems in a remote location may justify the use of a 

distributor; 

 Remote locations connected over high speed connection links may not require distributors; 

 The distributor should have enough disk space to accommodate software distribution packages. 

That required space depends on the number and size of software packages to distribute; 

 The administration of the platform should be performed centrally, but not in the systems 

management server, to avoid performance impacts in the server. Having administrators, 

operators or other users working directly on the systems management server in a daily basis, 
consumes resources that can affect the overall solution performance; 

 The number of distributors are dependent on the number of remote locations, numbers of 

systems in each remote location, WAN or LAN speed; 

 The distributor component can be combined with servers performing other tasks. 

Known Uses 

The use of the distributor pattern in the conception of system management solutions can be configured in 

some commercial products, such as the Microsoft System Center Configuration Manager [8] or Tivoli 

Configuration Manager [9]. 

Example Resolved 

The use of a distributor in each bank branch office will significantly decrease bandwidth usage required 

to manage systems. Deploying 20MB for each system will be performed in approximately 10 minutes. 

4. Related Work 

As mentioned in section 1, some companies have proposed customized ITI design patterns, known as 

“blueprints”, with the obvious purpose of helping their customers to select the most adequate ITI 

configurations based upon their product and service offerings. Two examples that deserved our attention 

were the ones of Sun Microsystems [6] and Microsoft Corporation [5], which were the only ones we 
found with comprehensive related documentation available in the web. 

Sun promotes the SDN (Service Delivery Network) approach to design service optimized network 

architectures for customer and in-house implementations. This approach consists of basic network 

building blocks, common network design patterns, integrated network components, and industry best 

practices that together are carefully blended in response to a customer's business and technical goals. SDN 

provides a set of network connectivity, routing, load balancing, and security mechanisms that, when 

applied in combination, result, according to [6], in “flexible network infrastructure designs that provide 

high performance, scalability, availability, security, flexibility, and manageability”. As for the patterns 

themselves, Sun proposes in the same document a set of so-called “common SDN patterns”, highlighting 

which key forces differentiate each pattern from the others. These patterns are based on a set of building 

blocks and include: the Single Service Module Pattern, the Multi-Service Module Pattern, the Single 

Service Module With Integration Security Module Pattern, the Single Service Module With Domain 
Security Module Pattern, the Single Service Module With Integration Security Module and Domain 

Security Module Pattern, the Multi-Service Module With Integration Security Module Pattern, the Multi-

Service Module With Service Security Module Pattern, and the Multi-Service Module With Integration 

Security Module and Service Security Module Pattern. 

Meanwhile, Microsoft promotes a related approach, named IPD (Infrastructure Planning and Design), 

based on a set of guides that provide architectural guidance for Microsoft infrastructure. The current IPD 

documentation [10] focuses on helping the reader to plan and design the implementation of several 

proprietary technologies. According to the authors, the IPD guides are supposed to assist the architect in 

planning for complex scenarios requiring multiple infrastructure technologies. Those guides complement 

product documentation by focusing on infrastructure design options and share a common structure, that 

includes: (i) defining the technical decision flow through the planning process, (ii) listing the decisions to 
be made and the commonly available options and considerations, (iii) relating decisions and options to the 

business in terms of cost, complexity, and other characteristics, and (iv) framing decisions in terms of 

additional questions to the business to ensure a comprehensive alignment with the appropriate business 



 

E6-7 

landscape. IPD highlights when service and infrastructure goals should be validated with the organization 

and provides additional questions that should be asked of service stakeholders and decision makers. 

Regarding design patterns, Microsoft organizes its approach in a set of design clusters including: Web 

Presentation Patterns, Deployment Patterns, Distributed Systems Patterns, Performance and Reliability 

Patterns and Services Patterns [5]. 

Both approaches provide methodological guidance along with ITI design patterns customized with 

proprietary products. Although their structure and detail are varied, both approaches can be seen as 

proprietary pattern languages for ITI design. We believe that a non-proprietary pattern language for ITI 

design like ours may play an important role in the design of ITIs comprising multiple source technologies. 

5. Conclusions and Future Work 

IT infrastructures (ITIs) are increasingly important for organizations, due to their impact in the business. 
Besides being complex, those ITIs most frequently use heterogeneous (multiple source) components. To 
increase the agility in ITI design, we have introduced a supplier-independent pattern language for ITI 
design. Currently we are consolidating this language, by detailing the collection of ITI design patterns 
presented in the annex. In parallel we are devising heuristics for ITI patterns instantiation and composition. 

Regarding future work, there are several avenues we plan to explore. After language consolidation we 

intend to validate it through experts’ opinion. We will use the corresponding feedback to improve the 

patterns themselves and to develop the methodological part of the pattern language, in order to enable 

patterns-driven ITI design. With a higher number of patterns in our language, we intend to build complete 

solutions using our pattern language. To support the application of our pattern language we plan to 

develop a computational environment with all ITI design patterns to facilitate the selection of the best 
patterns to address a specific problem. We will also plan to develop ITI pattern mining algorithms, 

supported by a tool, both to help documenting existing legacy ITIs and to detect which are the patterns 

that are more used in combination. 
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Annex – Draft of a pattern language for ITI design 
 

 

Pattern / Domain Description

Failover Cluster Server
A set of cooperating servers that act as a failover cluster to support one or more critical 

applications, which should be available even with the failure of an entire server.

Load Balancing Server A set of cooperating servers that provide load balancing to support applications that 

require high availability and large number of users.

Fault Tolerant Server The characterization of a fault tolerant server capable of supporting services and 

applications with high availability requirements.

Simple Server
The characterization of servers capable of supporting services, application or solutions 

that do not require high availability requirements.

Border Network The set of intertwined physical and network devices that support the communications 

from the perimeter to the internet and from the internet to the perimeter network.

Perimeter Network The set of intertwined physical and network devices that support the communications 

from the border to the perimeter and from the perimeter to the border network.

Internal Network
The set of intertwined physical and network devices that support the communications 

from the perimeter network to the internal network and from the internal to the 

perimeter network.

Perimeter Firewall Requirements for the firewall placed in the perimeter network between the border and 

internal network. 

Internal Firewall Requirements for the internal firewall placed in the internal network and acting as 

bridge between internal network and perimeter network.

ITI Messaging Messaging system taking in consideration specific Service Level Agreements such as 

availability, reliability, and scalability.

ITI Directory Central repository for authentication and authorization, which is able to store, organize 

and provide access to information.

Perimeter Web
The characterization of web servers to be deployed in the perimeter network.

Perimeter Database
The characterization of a database system to be deployed in the perimeter network.

Internal Proxy The configuration that provides internal users a secure and efficient access to the 

internet, using a proxy.

 

 

Note - the icons denote the domain dominance of each pattern, as follows: 

 - Hardware - Network  - Software

 


