Information mining

Taxonomies, classification, detection and linking
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Importance of information mining

P. Jackson and I. Moulinier. 2002. Natural Language Processing for Online Applications

* “There is no question concerning the commercial value of
being able to classify documents automatically by content.
There are myriad potential applications of such a capability
for corporate intranets, government departments, and
Internet publishers”

* “Understanding the data is one of the keys to successful
categorization, yet this is an area in which most
categorization tool vendors are extremely weak. Many of the
‘one size fits all’ tools on the market have not been tested on
a wide range of content types.”



Real world tasks

* SPAM detection (fake opinions)
 Memes detection (not informational)

Scary MoVie (2013)

86 min - Comedy - 12 April 2013 (USA)

* Tampered images
* Sentiment detection (opinions)

Your rating: -
3.5 Ratings: 3.5/10 from 14,379 users Metascore: 11/100
[P Reviews: 98 user | 109 critc | 16 from Metacritic.com

A couple begin to experience some unusual activity after
bringing their newborn son home from the hospital. With the
help of home-surveillance cameras and a team of experts,
they learn they're being stalked by a nefarious demon.

e ever seen in my enti

* Emergency detection o

Author: cragsy] 1202800188

17 April2013
Ive never written a review before, i fact ive never logged into this before, but | HAD to...just to say
this is hands down the worst movie Ive ever seen in my entire life, people were leaving the cinema
and sadly we stayed hoping and wishing it would improve. It didn'!

You know those kids shows on Disney channel where someone bangs their head and you see kids
crying laughing, picture that but even less funny, oh and by the way, constantly through the movie it's
people banging their head etc, they ve ripped the Dis I I —— . -
DO YOU HAVE TO BE AT COMEDY???

Im actually angry at the movie, i got home about 12
since. Seriously dont watch this movie, don' even ‘
graffti .
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BEGH PROMISED
NED TH N2013)
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Classification, detection, linking

Detection:

Linking: e

Statue of Liberty
https://en.wikipedia.org/wiki/Statue_of_Liberty

Classification:

Sea side
Statue
City

Sky



From data to information



From data to information

* A taxonomy is concerned with classifying and
organizing hierarchically concepts of a specific domain.

* It is important to identify the list of items that need to

be detected. ‘
* These items are domain specific, and can be a topic, a scene
type, a visual object or a named entity.

* They are normally associated to a class in a -

supervised learning task.



WordNet: A lexical database

“WordNet® is a large lexical database of English.

Nouns, verbs, adjectives and adverbs are e ——
grouped into sets of cognitive synonyms
(synsets), each expressing a distinct concept.
Synsets are interlinked by means of conceptual- oy Boomy
semantic and lexical relations. ” / £

@bl@ Gmo > sedan

“WordNet interlinks specific senses of words. As
a result, words that are found in close proximity
to one another in the network are semantically
disambiguated. Second, WordNet labels the
semantic relations among words, whereas the
groupings of words in a thesaurus does not
follow any explicit pattern other than meaning
similarity.”

https://wordnet.princeton.edu/



https://wordnet.princeton.edu/

ImageNet: A visual taxonomy

* Selected words of WordNet are
illustrated in ImageNet.

http://image-net.org/explore.php
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http://image-net.org/explore.php

Domain specific taxonomies

* Domain specific terminologies are curated by domain experts and are
designed with specific tasks and workflows in mind.

* In the medical domain, the SNOMED-CT is intended to describe
medical conditions, procedures, admin, etc.
* http://browser.ihtsdotools.org/

* In the computer science domain the ACM Computing Classification
Scheme is widely used to classify published articles.

* https://dl.acm.org/ccs/ccs.cfm
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http://browser.ihtsdotools.org/
https://dl.acm.org/ccs/ccs.cfm
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Wikipedia as a database

* Wikipedia contains large amounts of information largely unstructured
but structured as a taxonomy.

* DBPedia aims to create a rigorous database out of Wikipedia.

https://en.wikipedia.org/wiki/Portal:Contents

* A key application is to link data ed

L | T Read | View
to Wikipedia entries. WixireniA  Portal:Contents/Indices

Reference - Cult

Wikipedia's contents: Indices

* ;;;;;;;;;;;;;;; § Philosophy and thinking
TT ™ ) Rel
aaaaaaaaaaaaaaaa 1D Rel
ML Na 's‘xv ~~~~~~~~~~~~~~~~~~~~
e
54 People and seif 3 nnnnnnnnnnnnnnnnnnnnnnnnnn
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Which and how many are detectable?

* An important question to ask is which and how many items of the
taxonomy are detectable in data?

* A few (well separated ones)? -> Easy!

* A zillion closely related ones? -> Not so easy...

* Think: Yahoo! Directory, Library of Congress classification, legal applications
* Quickly gets difficult!

* Classifier combination is always a useful technique

* Voting, bagging, or boosting multiple classifiers
* Much literature on hierarchical classification

* Definitely helps for scalability, even if not in accuracy
* May need a hybrid automatic/manual solution



Taxonomies and classification

* In practice, only a few elements of the taxonomy should be used as
classes for classification
* Only the ones offering a stable document class representation.

* The ultimate goal is to link information to an entry on a taxonomy
capturing the target domain.

e Ultimately more complete domain representation should be used,
e.g. an ontology.



Classification

Section 12.2



Document classification

v <
Colour Texture

Metadata

windmill, sky,
sea,buildings

Date: 7 Dec 06
Author: Joao,
Place: Portugal

Input features Classification
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Classification task

* For new unseen documents, we wish to classify documents with one
of the known classes.

* New documents are represented in some feature space and then a
machine learning algorithm classifies the new documents.

@
@ @ @
Category B ) ® 0 ® ®
® o ® o
) ® [ ) ® Category A
@ @

Classifier



Perceptron

* All sample vectors x/) have their corresponding label y¥ = {+1, -1}

* The perceptron performs a binary prediction y based on the observed
data x :

+1 Jifx,—m-x;—b=0
Jif xo—m-x;—b <0

g=re=1"

X2

X1 18



Model error

* The Mean Square Error (MSE) measures the error between the true
labels and the predicted labels

TotalSamples

1
MSE = P 1 L 2
S TotalSamples z (label; — predictedLabel;)




Minimizing the error

1 TotalSamples
MeanSquareError = TotalSamples 2 (label; — predictedLabel;)?

i

Error

Xx2—-x1-m—-b=0

0.20
0.15
0.10
0.05
0.00

Model parameters

20



Learning to minimize the model error

* Initialize the model with random weights
* Compute the model predictions
* Compute the error of each prediction

» Update the model with the samples incorrectly classified.

o | ein ||
-1 -1 0 0

-1 +1 -1 -1%x
+1 -1 +1 +1%x

+1 +1 0 0

21



Learning algorithm

b=6
m=8
model = [m,b]

max_iters = 30
mean_square_error = []

for iter in range(@,max_iters):

# Compute the model predictions

predicted_labels = ((observations_x2 - m*observations_x1 - b ) >= 8)*2-1 l

# Compute the model error
error_of_all samples = (true_labels-predicted_labels)/2

# Update the model parameters
update_m = np.mean(error_of_all_samples*observations_x1)

update_b = np.mean(error_of_all_ samples)

m

m - update_m*@.1

P

. +1 Jif xg —mxy
| — = =
y=f® -1 Jif g —m-xq

+1

<

error =(y—9)/2=1 0
-1

update,, = error - x;

<

A

b = b - update_b*8.1

m = m — update,, - learning,qt.

—-b=0
-b<0O
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Perceptron: general formulation

* Binary classification:

Z=Wy+wix;+ ..+ wpx,

Inputs — f .

Output

~ _)+1 ,ifz=0
y=r@=,_, ifz<0

Activation
Function

Vectors xf/) and labels yfi)
* Vectors x/) are real valued where ||x|[, = 1

Find vector w = (W, Wy ,... , Wy)
* Each w;is a real number

24



Activation functions

* The perceptron was initially
proposed with the step function.

* Historically, other activation
functions have been studied.

* |t can be shown that the perceptron
with the sigmoid activation function
corresponds to the logistic
regression model.

f
Output

Inputs |

Activation
Function

Activation functions

Step function Sigmoid tanh RELU
. : _ S

25



Note regarding model training

* Robustly training a model for Web data is a complex task.
* In most of the cases, we will use pre-trained models.
* These models were trained on large-scale data.

* These pre-trained models are robust and reliable.



True False

Per-class evaluation measures TUe | ogtve | FIsepositive
False Fals.e Trug

negative negative

* Recall: Fraction of docs in class i classified correctly:

truePos
truePos + falseNeg

Recall =

* Precision: Fraction of docs assigned class i that are actually about

class i:
truePos

Precision =
truePos + falsePos

» Accuracy: Fraction of docs classified correctly:

truePos + trueNeg
truePos + falsePos + trueNeg + falseNeg

Accuracy =

* precisdo, abragéncia e exatidao. 27



Micro- vs. Macro-Averaging

* If we have more than one class, how do we combine multiple
performance measures into one quantity?

* Macroaveraging: Compute performance for each class, then average.

* Microaveraging: Collect decisions for all classes, compute
contingency table, evaluate.



Micro- vs. Macro-Averaging: Example

Class 1 Class 2 Micro Ave. Table
Truth: Truth: no Truth: Truth: Truth: Truth:
yes yes no yes no

Qlassifier 10 10 Classifi | 90 10 Classifier: 100 20

- Yes er: yes yes

QIassifier 10 970 Classifi | 10 890 Classifier: | 20 1860
- No er: no no

= Macroaveraged precision: (0.5 + 0.9)/2 = 0.7
= Microaveraged precision: 100/120 = .83

= Microaveraged score is dominated by score
on common classes




Good practice: Make a confusion matrix

* This (i, j) entry means 53 of the docs actually in class i were put in
class j by the classifier.

Class assigned by classifier
_ Confusion Matrix

E ﬂos
5 10 15 20

True values

53

Actual Class

-
N

Prediction values

&
<

—_

o))

N =
o

* In a perfect classification, only the diagonal has non-zero entries
* Look at common confusions and how they might be addressed

30



Detection

Web Search

Section 12.2
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Detection

* How to detect a face, a person or a car in a picture?

* How to find pictures of BigBen or the Eiffel Tower?




Face detection

* As done previously for classification...
* Positive and negative examples must be gathered
* Features must be computed for each image
* A classifier must be estimated

* Positive examples should cover a wide variation of poses,
illuminations, instances, etc.

* Challenges:
* Where is the face?
* What’s the face size?
* Given an image patch, how to classify the patch as a face or not?



Image scanning

* Image is scanned for faces in all possible positions.
» Step between different positions can be more than 1.

for (x=1; x < N; x += stride_x)
for (y=1; y < M; y += stride_y)
test_face(x, y, img);

Stride

i -

o




Pyramid multi-scaling

* To solve the problem of finding
faces at multiple scales image is
scalled multiple times

* At each scale the described process
is done to find faces at different
positions and at different scales

(AR

1 -

o

y |
Pyramid | i

Pyramid ' /ltﬂ
Level 2 — - E. !

]f ‘..l.

1 !“

Level 1 ——w=

ol

Pyramid

Level 0 —w=—




Haar Wavelet basis

* The most popular feature for this task is
the Haar Wavelet

AP IEEERE]
A,
* Each basis function is convolved with the iiﬂﬂ"““‘
. : 4 its intensity
Lr(r)mrangpeuiilon and its intensity is %%%%EEEE
* The output i tor of basis functi ====..-l
intzr?slijtizl; is a vector of basis functions ===H.--l
o




Haar features computation

* Compute the intensity of each Haar basis function for every position
in the processed window




Fast object detection: AdaBoost

* To increase the search efficiency, a
cascaded classifier is used
* It combines multiple weak classifiers
 Classifiers with low accuracy

* In the first level only the two most
important Haar functions are used

* The number of coefficients in each
weak classifier increases with the
cascade level

* This allows rejecting most of the true
negatives

* The following levels handle less subregions
but use more coefficients to increase
precision

Image
subregion
Not Face
—> )
Face
Not Face
@—»

Not Face

Not Face )

-
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Linking (or recognition)



Face recognition

* Once a face is detected, the goal is to recognize
the person.

* Ideally linking the face to some named entity in a
taxonomy.

* The image face needs to be classified into one of

the existing classes, i.e. one of the known
persons.

41



Eigenface space

* The eigenfaces method was the first to
successfully address the problem.

* Based on the SVD algorithm presented in the
Recommendation

* |t creates a space where face images are
represented by a vector and arranged by
their similarity to the person of interest.

* Classifiers trained in this space can
recognize persons.




Ssummary

* Information mining tasks

* From data to information: Taxonomies and classes
* WordNet, ImageNet, SNOMED-CT

e Classification £
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* Detection

* Linking (recognition)



