DyNaMic SPATIAL LLocGics: A TUTORIAL SURVEY

Luis Caires *

Abstract

Spatial logics for concurrency have been proposed with the aim of rea-
soning about distribution, resource usage, mobility, and other structural as-
pects of general computing systems. This tutorial aims to introduce and mo-
tivate the main intuitions behind the development of dynamic spatial logics,
and then present some selected results and applications.

1 Introduction

Spatial logics for concurrency have been proposed with the aim of reasoning about
distribution, resource usage, mobility, and other structural aspects of general com-
puting systems. Some of these aspects are not particular to concurrency, but have
been emerging in several forms since the early days of computing science, as
witnessed by the progressive move of concern from purely functional models of
computation to increasingly sophisticated theories aiming to tackle concepts such
as state, aliasing, effects, sequentiality, resource usage, concurrency, interaction,
distribution, and mobility. These fundamental developments, motivated not only
by theoretical questions, but also by the permanent challenge posed by computing
technology, have then contributed to wide the focus in concurrency research from
centralized concurrent systems to distributed systems, in a broad sense.

While centralized processes may be accurately modeled as pure objects of
behavior, in a distributed system many interesting phenomena besides pure inter-
action, such as location dependent behavior, partial failure, resource usage and
competition are also of central interest, and must be internalized in the models.
Most of these phenomena are related to notions of computation in some kind of
space; intuitions about the essential role of space in computation are certainly not
new, and may already be found in pioneering work on concurrency and state by
Hoare, Milner, Reynolds, and others.

We find that many familiar properties of distributed systems may be under-
stood in spatial terms. Simple examples include connectivity, stating that there is
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always an access route between two different sites; unique handling, stating that
there is at most one server process listening on a given channel, resource availabil-
ity, stating that a bound exists on the number of channels that can be allocated in a
given location; or race freedom, stating that no competing requests from different
clients will ever arise for the same server. At least certain security properties may
be also understood in spatial terms. For example secrecy: a secret is a piece of
data whose knowledge of is restricted to some parts of a system, but unforgeable
by other parts. Reasoning about more classical properties of concurrent processes
also seems to frequently require some sort of spatial reasoning. Examples are lo-
cal deadlock freedom, absence of arity mismatch errors in communication, and
safety in resource usage. Properties such as these have been addressed by type
systems and are certainly important. However, they are not invariant under usual
bisimilarities, and thus cannot be expressed by purely behavioral logics.

As traditional logics for concurrent systems have been introduced to character-
ize pure notions of behavior (modeled by transition systems, or sets of traces), dy-
namic spatial logics have been introduced with the aim to characterize the space-
time dynamics of systems with some relevant spatial structure.

Many well-known models of computation have been proposed with the intent
of modeling several kinds of concurrent, mobile, and distributed systems. Such
models have been usually formalized by process calculi, where some of the pro-
cess operators are to be understood as spatial constructors, that assemble subsys-
tems into larger systems, rather than as behavioral operators, intended to define
the control flow of processes. Many kinds of spatial structures are conceivable, at
least in principle. For example, we may consider space to be modeled as a multiset
of threads or of heap cells, as in the Berry and Boudol’s CHAM model and in the
structural congruence-based presentation of m-calculi, as a hierarchically nested
collection of locations, sites, or ambients, as in Cardelli and Gordon’s Mobile
Ambients, or as some generalized graph structure, as in graph rewriting or as in
Milner’s bigraphical models. In general, each set of spatial constructors may give
rise to appropriate spatial observations on systems. Such observations may then
be captured by various logical connectives, enabling a spatial logic to talk about
the dynamic interplay of behavior, interaction, and space in computing systems.

An important ingredient of spatial logics, also highlighted in other substruc-
tural logics, is their resource awareness, in the sense that spatial operators are able
to separate, count, and identify local resources; this fact is frequently understood
as adding an intensional character to these logics. On the contrary, we believe
that in contexts where the underlying spatial models are well understood and ex-
tensionally characterized, the approach of dynamic spatial logics may provide a
general basis for reasoning about general physical or virtual interactive systems.

This tutorial aims to introduce and motivate the main intuitions behind the
development of dynamic spatial logics, and then present some selected results



and applications. We start by reviewing some basic notions about the r-calculus,
which is our reference model of concurrency for the purposes of this note.

2 The n-Calculus Concurrency Model

We briefly introduce the syntax and semantics of the reference process model
chosen for our presentation: a fragment of the monadic m-calculus introduced
by Milner, Parrow and Walker [58] (see also [55, 57, 73]). The m-calculus is
a concurrent process algebra able to express dynamic creation of resources and
access mobility, based on the manipulation of communication channels as first-
class entities. The m-calculus is a foundational calculus [66] for concurrency,
expressive enough to capture most other proposed computational models. For
example, unlike Hoare’s CSP [44] and Milner’s CCS [54], the m-calculus may
express the A-calculus [56], and concurrent-object oriented programming [77].

Given infinite sets A of names (m, n, p), and y of process variables (X, V) the
set P of processes (P, Q, R) is defined as depicted in Figure 1. In restriction (vn)P
and input m(n).P the distinguished occurrence of name # is binding, with scope
the process P. We denote by =, the relation of a-equivalence on processes: we
will implicitly consider processes up to a-equivalence, with care. For any process
P, we assume defined as usual the set fn(P) of free names of P. By {"/n} (resp.
{*/0}) we denote the safe substitution of m by n (resp. of X by Q), and by {mesn}
the safe transposition of m and n.

Structural congruence expresses basic identities on the spatial structure of pro-
cesses. Structural congruence (P = () is the least congruence relation on pro-
cesses, defined in Figure 2. The dynamic behavior of processes is defined by a
relation of reduction, that captures the computations that a process may perform
by itself. Reduction (P — Q) is the least relation on processes defined in Figure 3.
We denote by = the reflexive-transitive closure of —.

We present a simple example of a w-calculus model: the Bouncer system.

Wr(c,s) = c(s).Rd(c)
Rd(c) 2 rec Loop.c(x).c{x).Loop
Bouncer = (vsecret)(vch)(Wr(ch, secret) | Rd(ch))

The system Bouncer is composed by two separate interacting processes, namely
Wr(c, s) and Rd(c), that bounce a private name secret on a private channel ch.

2.1 Behavioral Semantics

The reduction semantics is enough to characterize the m-calculus as an abstract
machine. However, to define a proper compositional semantics of the process con-



PO = 0 | mn).P | mnyP| P|Q | vn)P | X | rec X.P

Figure 1: Processes.

Plo=rP (Struct Par Void)
PlO=Q|P (Struct Par Comm)
PI(QIR)=(P|Q)IR (Struct Par Assoc)
né¢mP)= P|(yn)Q = (vn)(P| Q) (Struct Res Par)
(vn)0 =0 (Struct Res Void)
(vn)(vm)P = (vm)(vn)P (Struct Res Comm)
rec X.P = P{¥/rec x.r} (Struct Unfold)

Figure 2: Structural Congruence.

m{n).Q | m(p).P — Q| P{’/n} (Red React)
Q-0 =P|0-P| (Red Par)
P— 0= (vn)P — (vn)Q (Red Res)
P=P,P—>Q0,0=0=>P—>0 (Red Struct)

Figure 3: Reduction.
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Figure 4: Labeled transition system.



structors, there is the need to introduce some notion of contextual or observational
equivalence relation, usually in the form of bisimilarities [65, 54]. Bisimilarity is
defined in terms of the processes’ observable actions, in turn modeled by labels of
a labeled transition system. In our case, the set of labels L («,8) given by

a,B = (vn)a | mn) | mn) | v

Name restriction (vn) on a label (vn)a expresses bound output, that is, extrusion
of a fresh name n to the environment (see [73]). The sets of fn(a) (free names)
and bn(a) (bound names) of a label « are defined as usual.

Familiar characterizations of behavioral equivalence for the m-calculus are
early bisimilarity and late bisimilarity. The standard (late) labeled transition sys-
tem (see [73]) is presented in Figure 4, and specifies the relation late labeled

transition (P N 0). To avoid clashes between fresh names and free names, the
following provisos apply: rule (Par) subject to fn(Q)#bn(a), rule (Com) subject to
p, s#fn(Q), rule (Open) subject to n # m (we write S#U to say that the sets S and
U are disjoint).

Notice that reduction — coincides with silent transition l>, and does not in-
crease the set of free names of processes.

Strong late bisimilarity over the labeled transition system just defined may be
taken as our reference behavioral equivalence of processes. A strong late bisimu-
lation R is a symmetric binary relation over processes such that for all P, Q

e f PRQand P 2 P’ for some P’ and a is not an input, then there exists Q’
such that O 5 Q' and P’ R O'.

e f PRQand P ng) P’ for some P’ and p#fn(Q) then there exists Q" such
that 0 5 @ and, for all m, P'{?/m} R Q'(?/m).

Strong late bisimilarity, written ~, is the greatest strong late bisimulation. The
intuition behind strong late bisimilarity is that the continuations of bisimilar input
processes should denote the same function of the input name, hence the clause
for input, cf. extensional equality of functions. A related notion of bisimilarity
(with a simpler definition) results from allowing processes to instantiate input
parameters “earlier” in the bisimulation game. To capture this alternative notion
of bisimilarity, we must introduce different rules for input and communication:

(vs)rm) n(n)
am P p o
a(p).P 5 PP} (InE) - Q=9 comp)

P1O S, v)(P | Q)

The relation of early labeled transition (P 5. Q) is defined by the rules in Fig-
ure 4, after replacing rule (In) by (InE) and (Com) by (ComkE). A strong early
bisimulation R is a symmetric binary relation over processes such that for all P, Q




e [f PR Qand P ie P’ for some P’ and bn(a)#fn(Q) then there exists Q’
such that O 1>e Q' and PP R O'.

Strong early bisimilarity, written ~, is the greatest strong early bisimulation.

Bisimilarities have been defined with the intent of capturing undistinguisha-
bility of processes by certain contexts, and of giving a compositional semantics
to the process operators (e.g., bisimilarities should be congruences). Indeed, the
relations ~¢ and ~; are congruences for all operators, if for the case of input pro-
cesses we consider the higher-order congruence principle: if P{*/»} ~ Q{*/n} for all
n, then a(x).P ~ a(x).Q (cf. [73] Theorem 2.2.8(2)). For an example of undistin-
guishability under bisimilarity, notice that an external observer only able to detect
activity on publicly open interaction channels should not able to distinguish be-
tween the two following processes P; and P,

P, £ Bouncer P, = Bouncer | Bouncer

consisting of respectively one and two copies of the Bouncer system introduced
above. Indeed, by constructing appropriate bisimulations we may show that in this
example P; ~g P, and Py ~; P,. In general, late bisimilarity is more discriminat-
ing than early bisimilarity. Tool support for n-calculus bisimilarity checking has
been available for some time time now [74], allowing a user to automatically prove
behavioral equivalences between (finite control) mr-calculus models of concurrent
systems. Many other important notions of observational equivalence have been
proposed over the years. In any case, bisimilarity is usually considered the finer
notion of observational equivalence one would like to consider on pure behaviors.

2.2 Behavioral Logics

Operational and behavioral specifications expressed by process terms are precise,
in the sense that they usually have just one model. In order to carry out more
general analyses of the expressive power of concurrent computation models, and
also to support under-specification and abstract reasoning about process proper-
ties, a dual view of process specification by means of logical properties is then
fundamental.

There are well-known characterizations of process behavior using modal log-
ics, inspired on temporal logics: such logics are frequently variants of the logic
initially introduced by Hennessy and Milner [40]. They are essentially modal log-
ics for labeled transition systems, that include, besides the standard propositional
logic operators, certain “world” accessibility modalities motivated by the labels
of the given labeled transition system. The syntax and semantics of a simple be-
havioral w-calculus logic is shown in Figure 5, along the lines of Milner-Parrow-



PET £ always

PE-A L notPEA

PEAAB £ PEAandPEB
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Figure 5: A Core Behavioral Logic (CBL).

Walker [59]; of course, other logical operators may be defined by abbreviation as
expected, including the “necessity” version of the modal operators.

A main motivation for these kind of logics is the intent to specify processes up
to bisimilarity, in other words, to specify pure behaviors.

Two processes P and Q are logically equivalent (P =, Q) for a logic L if they
satisfy exactly the same formulas of L.

For the strong late bisimilarity case, we may consider the logics of Milner-
Parrow-Walker LM [59] including all operators above, interpreted over the late
labeled transition system; for the strong early bisimilarity case, we may consider
the logic EM [59], containing all operators except (x(y)}EA, and interpreted over
the early labeled transition system. More precisely, we have [59]:

o P=gyp Qifandonlyif P~ Q.
e P=,p Qifandonlyif P ~; Q.

Several process logics obtained by combining variants of Hennessy-Milner and of
Milner-Parrow-Walker logics with the modal u-calculus (see [49]) were studied,
and have motivated rich verification frameworks for mobile processes (see e.g.,
[34, 35]). For example, using co-induction (expressed by the greatest fixed point
operator), we may express the property of liveness by the formula Live

Live 2 rec X.((T) TA [[]1X)

We have that Bouncer = Live, since Bouncer |= (t) T and for all a, P if Bouncer 5
P then P = Bouncer. Other particularities frequently relate to the way name bind-
ing in action modalities and fresh names are dealt with, to the introduction of pa-
rameters in recursion formulas, and of quantifiers. Tool support for checking CCS
processes against rich pu-calculi based process logics has been available for quite a
while, the same does not seem to have happen for mr-calculi until recently [75, 76]
(even if the MBW [74] already included a model-checker for a m-calculus logic).



3 Behavioral-Spatial Logics

If one wants to extend the scope of our study from monolithic concurrent systems
towards distributed systems, or if one wants to describe properties related to re-
source usage in general, we may realize that purely behavioral specifications do
not provide the adequate degree of expressiveness. Such a progressive shift of
focus from notions of “pure computation” to “computations in resource spaces”
has lead to the introduction of several spatial and resourceful models of compu-
tation, where many aspects traditionally considered as intensional are taken into
account. Examples of such a situation may have included for a long time impera-
tive features and effects of evaluation order in functional languages, but nowadays
involve phenomena such as spatial distribution of behavior in global computers,
where many non-behavioral aspects should not be abstracted away. Among those
we may refer aspects related to topology (inside / outside, overlapping / sepa-
rated), and aspects related to naming (private / secret, non-interference).

We may also realize that the kind of properties captured by most type sys-
tems for concurrent and mobile processes are not invariant under bisimilarity, and
therefore cannot be expressed by logics that just rely on observing process actions.
For example, we may want to specify and verify the property of deadlock absence.
Notice that Q [ Live does not really imply that Q is free from local deadlocks.

Purely behavioral logics such as LM and EM do not distinguish between
bisimilar processes, and therefore do not distinguish between deadlock and ter-
mination, as do type systems for deadlock absence. Likewise, if one wants to
talk about message protocols between partners interacting in a closed system, as
for instance in a security protocol, an enhanced observational power, that must
go beyond observing external actions, must be called for. As further example,
if one needs to express correctness properties of mobile distributed systems, we
need to refer to notions of concrete or abstract locations inside the system under
consideration. Considerations of this kind have then motivated the introduction
and development by several authors of dynamic spatial logics for concurrent and
mobile computing systems [16, 3, 4, 26, 10, 11, 12, 13, 5].

Behavioral logics explore the dynamic structure of concurrent systems (a la-
beled transition system) in order to separate and specify models of behavior. The
dynamic structure of systems is observed through modalities that navigate the
label-indexed accessibility relation between states (worlds). Then systems are es-
sentially modeled as action labeled trees, and a process operator such as parallel
composition is understood as a mapping from trees to trees (see Figure 6 (a)). On
the other hand, dynamic spatial logics have as their intended models certain struc-
tures where the states of the system (worlds), besides evolving in time, have also
an internal spatial dimension, that may be inspected by spatial observations.

Many different kinds of spatial structures are conceivable. In this presenta-
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Figure 6: Behavioral models versus Spatial models.

tion, we consider the simplest spatial structure of m-calculus systems induced by
interpreting the static constructors of the process calculus as system assembly op-
erators, rather than as pure behavioral operators. In such a spatial model (see
Figure 6 (b)), a process is seen as a multiset of “threads”; threads may be bound
in groups by hidden links, corresponding to the presence of restricted names (a
direct semantics for a of spatial structure of this kind was studied in [38], with the
intention of providing a model for structural congruence).

A spatial logic then adds to a given set of behavioral modalities a set of spatial
operators closely related to the static operators of the process calculus [16, 3, 4,
12]. For nominal process calculi, the static operators are at least the composition
P | Q, its identity element 0 (denoting the empty system), and the name restriction
(vn)P. These process constructors give rise to the composition formula A | B, that
holds of a process that can be separated into a process that satisfies formula A and
a process that satisfies formula B, to the void formula 0, that holds of the void
process, and to the hidden name quantifier Hx.A that allows us to quantify over
locally restricted channels.

PEO £ P=0
PEA|B % ExistsQR.P=Q|Rand QEAandRE= B
PEHxA = Exists Q,n.P = (vn)Q and n#fn(A) and Q E A{*/n}

Adding these operators to the basic set propositional operators, behavioral modal-
ities, a name occurrence predicate, and recursion, we obtain what might be con-
sidered a core spatial-behavioral logic (CSBL). We depict in Figure 7, the syntax
and satisfaction relation of such a CSBL.

The definition of the satisfaction relation follows the same lines as the one al-
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Figure 7: A Core Spatial-behavioral Logic (CSBL).

ready given above for CBL (Figure 5). However, notice that to interpret the propo-
sitional variables and recursion, the satisfaction predicate |, is now parametric on
a valuation (v) mapping propositional variables (X) into Psets (essentially, a Pset
is a set processes subject to certain closure conditions [10, 12]).

A more substantial ingredient is the presence of structural (or spatial) congru-
ence in the definition of logical satisfaction. In our context of discussion, we un-
derstood structural congruence as a formalization of the identity of the intended
spatial structure of processes. In the same way as a behavioral model isolates
certain kinds of behavioral observations by means of labels of a labeled transi-
tion system, that are then inspected in the satisfaction clauses for the behavioral
modalities, so a spatial model should be a priori equipped with a well-defined no-
tion of identity of spatial structure, that may then be inspected in the satisfaction
clauses by the spatial modalities. This aspect is perhaps intriguing for those used
to see structural congruence as either a fragment of bisimilarity identities, or as
a mere technical device to simplify the presentation of the operational semantics.
In any case, we believe that the understanding of the structural congruence equa-
tions as laws of identity of spatial structure is much closer to the original source
of inspiration for structural congruence as acknowledged in [55, 56], which is the
CHAM model of Berry and Boudol [2] (“instead of composing their behaviors,
we consider agents as molecules directly reacting with each other within a solu-
tion”). Then, in our context, we expect spatial congruence to be presented as a
decidable congruence (e.g., as in [38], or as in Figure 2).

By combining spatial and the behavioral operators, we may specify many in-
teresting properties of distributed and resource based systems. We illustrate this
claim by the following sequence of simple examples:



e Property A holds somewhere in the system: ?A.

We may specify the property ?A by the formula A | T. Then P | ?A if and
only if there exists a decomposition R | Q of the process P (P = R | Q) such
that R E A. Notice that decomposition is taken up to spatial congruence,
so the selected part R may result from grouping several subsystems of P (or
none). For example, it is always the case that P | ?0, for any P.

e Property A holds everywhere in the system: !A.

We may specify the property !A by =(T | =A). Then P = !A if and only if
for all decompositions R | Q of the process P we have that R = A.

e Process has precisely one component, cf., a single thread, site, etc.: 1.

We may specify the property 1 by =0 A =(=0 | =0). Then we may express
with ?(1 A A) that a system has some site that satisfies A. Likewise, we
may express with !(1 = A) that all sites in the system satisfies A. It is
then quite clear how more general arithmetical constraints on the number
of components of a system may be expressed in the logic; connections be-
tween the expressiveness of static fragments of spatial logics and Presburger
arithmetic has been pointed out by Dal-Zilio and Lugiez in [32].

e Spatial Dynamics

We may specify how the structure of a system evolves in time, as an effect
of the behavior of its subsystems. Consider the formula (=0 | =0) A (1) 1.
This formula asserts that the system has (at least) two separate non-trivial
components, but after a reduction step, it becomes a single component. A
possible model for this formula is the process

Mate = s(x).x{().0 | (vn)s{(n).n().0

In fact, we have Mate 5 P, where P’ = (vn)(n{).0 | n{).0), and P’ = 1. We
may also check that although P’ has a single component in the spatial model,
this single component is actually composed by two separate subsystems,
glued together by a private resource (an hidden channel). We may certify
this property by checking that P’ = Hx.(@x | @x). We may also see that
P E =0 and P' E - (7) T, while P’ ~ 0. Hence a spatial logic such as
CSBL distinguishes between deadlocked and terminated processes.

e Hidden names

We may state that a process has an occurrence of an hidden name x satis-
fying property P(—) by the formula Hx.(@x A P(x)). For example, in the
Bouncer system we have Bouncer | Hx.(Vy.{(x(y))T). This means that
Bouncer has a subsystem that is attempting to read on a private channel.



On the other hand, if P F Hx.(=@x A P(x)), then P = (vn)Q and Q E P(n),
but n ¢ fn(Q), so actually P = Q (recall that the structural congruence
identity P = (vn)P holds whenever n ¢ fn(P)). We then have that P |
Hx.(=@x A P(x)) if and only if P = Vx.P(x) where 1x.A is a modal version
of the Gabbay-Pitts freshness quantifier [68, 39].

We may express that a process has no “real” restricted name by the formula
Public £ Hx.—@x. Using recursion, we can then state that the subsystem
obtained after removing all hidden names satisfies property A by the formula

inside(A) = vX.((Public AN A) V Hx.(@x A X))

For example, we have Mate |= (1) inside(—=0 | =0).
Action modalities

Using the quantifiers and recursion, we may express general action modali-
ties, in the style of temporal logics and the modal u-calculus, e.g.,

[CZ] A Z = ((l) -A

(x(=nA = y.{x(ynA

(X(=NA = y.(x(yHA

[out]A = Vx.¥y.[x())]A

[in]A £ Vx.Vy. [x(y)]A

[*]A 2 [r]AA[in]A A [out] A
DA 2 (WX)(A A [*]X)

Resource control

We may express that a process enjoys the unique handling property by the
formula O inside(=Ax . (x(=)) T | (x(-))T)).

We may express that a process is race free, in the sense that it will never
be the case that two subsystems attempt to simultaneously write to a same
reader by O inside(=3x . ((x(=)) T | (x(=))T | (x(=))T)).

Security

We may express that a process enjoys a secrecy property, in the sense that it
will never leak private names on public channels by the formula Secrecy =
O-dp.Hx. (p{(x)) T. For example, getting back to the Bouncer example, we
may verify that Bouncer = Secrecy.

We may also check other interesting properties of Bouncer, for example,
System | OHx.((1 A @x) | (1 A =@x)). This means that all future states of
Bouncer are always composed by two separate parts, one part that holds a
secret x, and other part that does not know about it.



4 A Spatial Logic Framework

It is well-known that minimal behavioral observations, leading to the definition of
labeled transition systems with good properties, are not easy to define for every
process calculi, in particular for spatial process calculi such as the Ambient Calcu-
lus [25]. Still, general techniques have been developed to derive transition systems
labels as minimal contextual tests defined from a reduction semantics, following
the barbed congruence approach to observational equivalence (see [50]). More
generally, for specification purposes, the introduction of arbitrary contextual tests
provides a more general approach to behavioral specifications than the observation
of elementary actions; contextual tests provide uniform approach to observational
equivalences, easily applicable to any process calculus equipped with a reduction
semantics.

A logical primitive particularly adequate for expressing contextual tests, writ-
ten A > B, was introduced in the Ambient Logic [26], a spatial logic for the
Ambient Calculus, and shown to be the adjunct of the composition operator. The
primitive was also coined “guarantee” in [10], because it allows us to specify con-
text dependent properties in a way not far from those introduced rely-guarantee
proof method [47]; a related logical operator was already proposed by Dam [33],
with the aim of achieving a form of compositionality in specifications. It turns out
that the derivation of behavioral observations, such as the HML like modalities
present in CSBL, may be expressed as certain kinds of contextual tests using the
guarantee operator, so the two approaches are not incompatible.

The semantics of the guarantee operator is given by

PE,A> B 2 AllQ.QFk, AimpliesP|QkE, B

The logical adjunction is given by A = B » C if and only if A | B | C, where by
A E B we denote the semantic entailment relation between formulas.

The spatial logic for concurrency (SLC) introduced in [10, 12, 11, 13] thus
explores the purely spatial approach. The SLC, depicted in Figure 8, includes a
single dynamic observation primitive ($A), interpreted over the reduction system
(so the only “observable” label is 7). It also includes several spatial operators,
universal and freshness name quantifiers, and recursive definitions (which, for
technical convenience, are definable from second-order quantification [12]). The
intended model of SLC is the asynchronous m-calculus. In order to observe the
primitive action capabilities of processes, a primitive message observation pred-
icate n{m) is included in the logic; this primitive may be used to easily define
elementary observation contexts. For example, modalities for testing the input
and output behavior of processes, in the style of the input clause for asynchronous
bisimilarities [1], may be rendered by

n(m)A = n(m) » A n{im)A =n(m) | A



mnp = Name Terms

X Name variable
(men)p Transposition term
A,B = Formulas
F False
(menA Transposition
AANB Conjunction
A= B Implication
0 Void
Al|B Composition
A> B Guarantee
n®A Revelation
noA Revelation Adjunct
min) Message
QA Next step
Vx.A First-order universal quantification
Nx.A Freshness quantification
X Propositional variable
VX.A Second-order universal quantification

Figure 8: A Spatial logic for concurrency (SLC).

By combining the name occurrence predicate @n (definable from the revelation
operator n®A [24], see below) with other spatial operators it is possible to express
action (or capability) observation modalities, as shown for the Ambient Calculus
in [72], and for the mr-calculus in [43]. To that end, properties characterizing pro-
cesses and testers of various forms must be defined in fairly indirect and techni-
cally challenging way. For instance, the message predicate n(m) for the r-calculus
fragment under consideration might be expressed:

A» B2 =(A » =B)

test(im,n) = Public N\1 A @n A @m A (1 » O0)
n() = Public A1 A Vx.(test(n, x) > OT)

n{m) = test(m,n) A (n() > OT)

More recently, a related approach was followed in [31] to show that, at least in
some cases, a primitive temporal modality may be defined just from the available
spatial operators (in the context of a spatial logic for bigraphs [60]).

SLC first-order terms denote pure names. In order to support object level
reasoning about freshness constraints, the term language, besides variables and
names (constants), also includes explicit transpositions at both the term and for-



mula level. For example, consider the valid entailment of SLC
AN-@nA-@mE (men)A

This statement captures, at the object level, the fundamental principle of equiv-
ariance, or freshness: “fresh names are all alike”, if a property holds of a fresh
name, it also holds of any other fresh name. Thus, the treatment of freshness in
SLC is inherited from the Gabbay-Pitts models of freshness [68, 39]. In particular,
SLC includes a modal version of the Gabbay-Pitts freshness quantifier Mx.A. The
semantics of the freshness quantifier is defined by

PE Wx.A = Exists n#Ix.A and P E A{"/n}

In order to logically express properties of restricted names, alternative spatial op-
erators to the hidden name quantifier and the free name predicate have been pro-
posed by Cardelli and Gordon in [24]. It turns out that the hidden name quantifier
Hx.A may be expressed by combining the freshness quantifier with the revela-
tion operator, while the name occurrence predicate @— may be expressed by the
revelation operator:

Hx.A £ NMx.x®A @n = -x®T

Conversely, we may also express revelation and the freshness quantifier from
name occurrence and hidden name quantification.

Nx.A = Hx.(m@x A A) n®A £ -@n A Hx.(ne x)A

The guarantee operator is very expressive, the implicit quantification over the set
of all processes brings it fairly close to a general set comprehension mechanism.
For example, validity may be defined inside the logic [26] by

unsatisfiable(A) = A » F valid(A) = unsatisfiable(—=A)

These constructions also allow an internal definition of entailment and then of
fixed point operators as derived constructions:

A B2validA= B) (X)A23AXXAX B A)

In [10, 12, 11, 13] the semantics, meta-theoretic properties, and a proof theory
for SLC have been developed in detail. In particular, a cut-free sequent calculus
formulation of a proof system for the whole spatial logic is provided. In order to
capture the spatial structure of processes, sequents are tagged with a set of con-
straints, that specify dependencies between processes and between names, such



as reduction constraints and name apartness conditions:

(§)I'~ A Sequents, of the form
SYuy A, ...,u, A, vy By, ...,v, . By,

A;, B; Formulas
Ui, Vj Indexes, members of a process algebra (the worlds)
S finite set of constraints (e.g., equations, reductions)

The proof system is shown to be sound with respect to the intended process model.
Due to the sequent based presentation, directed by the syntax of formulas, proofs
of intuitive results may be obtained in a rather mechanical way, by decomposing
formulas into subformulas. For the sake of illustration, we discuss the proof of a
simple sequent, involving spatial reasoning. The sequent (A | B) A 0 ~ A asserts
that if a process is void and satisfies (A | B) then it also satisfies A. This fact is
intuitively true, since all spatial decompositions of void are themselves void. Here
is how a proof of (A | B) A 0 ~ A looks like

58u=X1Y,u=0,X=00X:AY :Bru:A (by(1d),u=5X)
4.8 u=XY,u=0)0X:AY:Bru:A (by5(S|0),X|Y =5 0)

3.8, u=X|YWX:AY :Bu:0ru:A (by 4, (OL))
2.8u:(AlB,u:0ru:A (by 3, (| L))
1.SHYu:(A|BDAO+-u: A (by 2, (AL))

Several techniques introduced in the proof-theoretic development of SLC are in-
teresting from many perspectives. Worth to highlight are the use of explicit name
transpositions to talk about freshness related properties, and its key role in the
proof of cut-elimination. Building on a variant of SLC, a fully formalized de-
velopment in spatial logic of the correctness proof for a peer to peer distributed
algorithm (the Arrow Distributed Protocol of [37]) was carried out in [71].

5 Expressiveness of Dynamic Spatial Logics

It is clear that spatial logics are more expressive than more traditional behav-
ioral logics for concurrency, in the sense that more processes are distinguished.
The question arises then about what spatial logics are really talking about: in
technical terms, what is exactly the separating power of spatial logics for each
model considered. Posed in this terms, the issue was first addressed by Sangiorgi
in [72], where it is shown that the equivalence induced on processes by the Am-
bient Logic [26] is “intensional”, in the sense that it coincides with structural
congruence (usually considered an intensional congruence, at least when com-
pared with the extensional observational congruence). Related technical results



P = Q{%@r} = P =¢ (rec X (9).O)lq] (Struct Rec Solve)
a.P+aP=‘aP (Struct Cho Abs)

Figure 9: Extended Structural Congruence

about the expressiveness of spatial logics were also presented in [42] and in Lozes
thesis [52]. Since a spatial logic may distinguish between deadlock and termi-
nation, we immediately conclude that the logical equivalence induced by such a
logic must be strictly finer than usual bisimilarities. However, we don’t need to
necessarily understand this fact as revealing some form of intensionality, but pos-
sibly as a result of an enhanced observational power on our model. In general,
one may consider several natural degrees of observational power, constrained by
the observable structure of each intended spatial model. All studies contributing
to drawing a map of the spectrum of spatial observational power along these lines
are then quite interesting.

The case of the full synchronous z-calculus (with guarded choice and paramet-
ric recursion) is considered in [5], and the separating power and expressiveness of
(a variant of) CBSL interpreted in that model was studied. It is concluded that the
logical equivalence =, lies strictly in between structural congruence and strong
bisimilarity. A (complete) equational axiomatization of =, is also presented, by
means of the relation of “extended structural congruence” =°. It consists of all
the usual rules and axioms for structural congruence, plus the two additional prin-
ciples shown in Figure 9. The axiom (Struct Rec Solve) expresses a coinduction
principle, asserting the existence of unique solutions to systems of equations mod-
ulo extended structural congruence; and the axiom (Struct Cho Abs) expresses the
familiar choice idempotency law of strong bisimilarity. Notice that the gap be-
tween the relations =° and ~ is essentially due to the failure of the expansion
law. Clearly, the expansion law is not expected to be valid in spatial models, as it
collapses distributed behavior into centralized behavior.

If one removes from the logic the operators allowing the observation of re-
stricted names (revelation or the hidden name quantifier), an even more coarser
logical equivalence than =° is obtained, but still strictly contained in strong bisim-
ilarity. The resulting spatial model seems to be close, for example, to the intended
models of complexation calculi [36] introduced for modeling biological systems.
In this model, processes inside a system appear like collections of “blobs”, that
interact and change behavior as usual, but may also glue to each other, or break a
part in several different blobs, as effect of interactions. To our best knowledge no
precise equational characterization results about such a spatial model have been
published to date. Also related to this line of research are several early studies
on location-based process equivalences (see [28]), addressed for variants of CCS



even before mobile process models have become popular. As far as we are aware,
precise connections between such notions of distributed bisimilarities and process
equivalences induced by spatial logics did not have been much investigated yet.

One may wonder whether extensional observational equivalences, in the tradi-
tional sense, may be captured by purely spatial logics. Along this lines, Hirschkoft
developed a spatial logic characterization of bisimilarity in the (finite) m-calculus
[41]. Key to the characterization is the introduction of formulas characterizing cer-
tain processes up to bisimilarity, and the use of the guarantee operator to express
contextual tests, in the spirit of context barbed congruence (the name occurrence
predicate @n then plays a role similar to barb observation). However, the logic
considered makes a rather weak use of spatial connectives: in the absence of the
composition operator A | B, the guarantee operator may be fairly interpreted in
purely behavioral terms, as a contextual behavioral testing primitive. The results
in [41] are then particularly interesting due to the relationship they establishes be-
tween the guarantee operator and the contextual tests present in the formulation
of context barbed congruences.

On the opposite extreme, it is shown in [17] that there are very natural models
of distributed computation where extensional observational equivalences (in the
standard sense) may be characterized by spatial logics. For simplicity, we have
based this study on a minimalist distributed process calculus, that nevertheless
captures essential features of distributed systems, namely local synchronous com-
munication, local computation, asynchronous remote communication, and partial
failures. As a main result we conclude that standard context barbed congruence
for such a model is characterized by a spatial logic making essential use of the
“intensional” composition A | B and void 0 operators.

In fact, it turns out that in such a case the composition operator A | B is nec-
essary to capture (extensional) observational equivalence, while on the other hand
the guarantee operator is not considered at all in the characterization. These results
support the claim that spatial observations do not need to be always considered in-
tensional, even if expressive enough to talk about the structure of systems. Retro-
spectively, we may realize that the extensional behavioral equivalence considered
by Sangiorgi in [72], already makes several distinctions between processes close
to those realized by spatial observations. For example, by adapting some tech-
niques of [17] to the intended model of [72] (the name-restriction-free Ambient
Calculus), one may show that barbed congruent processes must always have the
same number of ambients at the top level. This suggests that barbed congruence
on the public Ambient Calculus may be not so far from structural congruence as
one might think, and that spatial observations of the kind motivated by spatial
logics may be appropriate, at least in some settings, to characterize extensional
observational equivalences of distributed and mobile computing systems.



6 Decidability and Model-Checking

The study of decision problems and associated algorithms for spatial logics have
been considered by several authors. Such results are important to assess the ex-
pressiveness of the logics, and contribute to guide the design of automated verifi-
cation tools. A first result in the area was presented in [29], where it was shown
that both model-checking and validity checking of pure spatial logics is undecid-
able in the presence of the guarantee, and universal / existential quantifiers over
names. It soon become believed that the guarantee operator, due to the quantifi-
cation over all processes it implicitly performs, and to the fact that it may be used
to represent logical validity at the object level, would be a cause of undecidability
and intractability of spatial logics, thus limiting its use in automatic proof tools.

However, building on a result of Calcagno, Yang and O’Hearn [19], it was
shown in [18] that the static fragment of spatial logics is in fact decidable (even
if with an extremely high complexity). About the same time, Lozes has proved,
using related techniques, that the guarantee operator may be eliminated (on behalf
of the remaining operators) from the static fragments of spatial logics, even in the
presence of the freshness quantifier and the revelation operator, without any loss of
expressiveness [51, 53]. Clearly, the elimination process is not constructive, since
Ghelli and Conforti have given (almost simultaneously) a proof that static spatial
logics including the freshness quantifiers and the name revelation operator are
undecidable [30] (in fact, the source of undecidability turns out to be the revelation
operator, not the fresh name quantification).

Right after that result became known, we have developed with Lozes an em-
bedding of first-order logic into a fragment of dynamic spatial logic, using as the
underlying model a tiny fragment of CCS. As a result, it was proved [14, 15, 52]
that dynamic spatial logics with the guarantee operator are essentially undecid-
able, and thus that there cannot exist a complete proof system for SLC. An inter-
esting particularity of these results is that they illustrates, in a purely propositional
spatial logic, how one may express the quantifiers and variable bindings needed to
represent satisfaction of first-order formulas by processes of certain special forms,
specified by means of context-system formulas (using the guarantee operator). We
thus obtain an unusual quantifier elimination result that does not build on replac-
ing variables by constants, but rather encodes variables and bindings by means of
the specification of an underlying environment-based abstract machine.

The results described above lead to the conclusion that pure spatial logics, in-
volving the use of composition adjunct (guarantee) operator are very expressive
and very powerful for general compositional specification and reasoning about
the distributed behavior of processes, but also that the associated model and valid-
ity checking problems are undecidable, and incomplete in general. On the other
hand, it is shown shown in [5] that adjunct-free spatial-behavioral logics are still



very expressive and useful for verification purposes, and that the associated model
checking problem is decidable and complete for large classes of processes. A
model-checking algorithm for the full synchronous n-calculus with choice and
recursion against a variant of CSBL with fixpoints is also developed, such devel-
opment provided a foundation for implementation of tools.

7 Model-Checking Tools

The Spatial Logic Model Checker (SLMC) is a tool supporting the automatic
verification of behavioral-spatial properties of distributed concurrent systems ex-
pressed in a version of the synchronous m-calculus. The logic already includes an
extension of MPW logic with parametric fixpoint operators, first-order quantifiers
and definitions, so that the SLMC probably also qualifies as the most complete
freely available tool for analyzing standard behavioral n-calculus logical specifi-
cations. The SLMC system was implemented by Vieira [75, 76], and builds on
the decidable logic and algorithms discussed (and proved correct) in [5]. It is
freely available on the web, both as a binary executable and in (OCaml) source
form. Both the process modeling and logical specification languages are expres-
sive enough to tackle many interesting examples. The system is very easy to use,
and fairly fast (it builds on an on-the-fly algorithm).

We illustrate some of SLMC’s capabilities, and the concrete syntax used for
processes and for logical properties with a toy example inspired by a scenario of
service oriented computing (borrowed from [20]). We thus consider a distributed
system consisting of three partners: a Buyer, a Seller, and a Shipper. Each subsys-
tem is modeled by a single-threaded process; we show in Figure 10 the concrete
SLMC specification.

We now define some properties we may be interested in analyzing. The first
one is (global) deadlock freedom, this is a simple purely behavioral property, that
might already be expressed in a purely behavioral logic with fixed-point operators.

/* GLOBAL DEADLOCK FREEDOM */
defprop alLive = maxfix X. ((<tau>true) and [taulX);
check System |= alLive;

Processing ...
- Number of states visited: 50 -
* Process System satisfies formula alLive *

We next consider a couple of spatial properties, related to resource usage: local
deadlock absence, race freedom, and choreography conformance. These kinds of
properties cannot be handled by other existing tools that support more standard



defproc Buyer =
new session in (
quoteCh! (session,buyer).
session?(quote).
select {
session! (accept).
session?(deliverydetails).
Buyer;
session! (reject).
Buyer

s

defproc Seller =
quoteCh?(session,bu).
session! (price).
session?(choice).
select {
[choice=accept].
new t in (
deliveryCh! (t,seller).
t?(deliverydetails,sh).
session! (deliverydetails).
Seller );
[choice=reject].
Seller
b
defproc Shipper =
deliveryCh?(t,se).
t!(deliverydetails,shipper).
Shipper;

defproc System = Buyer | Seller | Shipper;

Figure 10: SLMC n-calculus model of the Buyer-Shipper-Seller Scenario.



temporal or behavioral logics. We may specify (and verify) them as follows (see
related examples in Section 3):

/* STUCK (LOCAL DEADLOCK) FREEDOM */
defprop stuck =

inside (exists x. ( 1 and <x!>true | always ( not <x?>true)));
check System |= always ( not ( stuck ));

Processing...
- Number of state visits: 1925 -
* Process System satisfies the formula always (not (stuck)) *

/* RACE FREEDOM */
defprop write(x) = (1 and <x!>true);
defprop read(x) (1 and <x?>true);
defprop hasRace =
inside (exists x.( write(x) | write(x) | read(x) | true));
defprop raceFree = maxfix X.((not hasRace) and []X);
check System |= raceFree;

Processing ...
- Number of states visited: 17648 -
* Process System satisfies formula raceFree *

As our last illustration of SLMC, we present an application of spatial logic
model checking to choreography conformance in web services, using our running
example. We specify the “choreography” as a spatial logic definable property,
and check whether the system verifies it. This is another nice example of spatial
reasoning: one really wants to look at what messages are being sent from partner
to partner inside the distributed system system, what sessions are being created
an so on, in a situation where such interactions are not externally observable.
In particular, we define properties talking about message exchanges inside the
system, for example, sBuyer2Seller (message) states what one usually means
in message sequence descriptions by an assertion of the form message : Buyer —
Seller.

The property sGlobalDescription describes an infinite behaviour (via the
greatest fixed point formula), according to a certain pattern. Namely, Buyer sends
to Seller a message on quoteCh. Then, a new fresh channel session is created,
and Seller replies to Buyer on session. Then Buyer answers the Seller pro-
posal, also on channel session. After that, two situations are possible (captured
by the disjunction in the formula): either the Buyer does not accept the Seller’s
quote, and the protocol restarts, or the Buyer accepts the Seller’s proposal, and



a a sub-interaction between Seller and Shipper proceeds, until the whole trans-
action completes, and a new one may start.

/* CONFORMANCE TO CHOREOGRAPHY */
defprop sArrow(message,src,dst) =
inside(
(1 and @src and <message!>true) |
(1 and @dst and <message?>true ) | true);

defprop sBuyer2Seller(message) = sArrow(message,buyer,seller);
defprop sSeller2Buyer (message) = sArrow(message,seller,buyer);
defprop sShipper2Seller(message) sArrow(message, shipper,seller);
defprop sSeller2Shipper (message) sArrow(message,seller,shipper);

defprop sGlobalDescription =
maxfix X.(
sBuyer2Seller(quoteCh) and
[] hidden session.
( sSeller2Buyer(session) and
[]( sBuyer2Seller(session) and

[I01CX
or
( sSeller2Shipper(deliveryCh) and
[1 hidden t.
( sShipper2Seller(t) and
[1 ( sSeller2Buyer(session) and [1X)))))));

check System |= sGlobalDescription;
Processing ...

Number of states visited: 469 -
* Process System satisfies formula sGlobalDescription *

Several other examples may be found in the SLMC web site.

8 Spatial Type Systems

What new notions of types for concurrent and distributed processes spatial logics
might motivate in a natural way? This certainly was a natural question to ask
since the very first works on spatial logics started to appear. More recently, we
have investigated notions of spatial types for concurrency and resource control in
systems of distributed objects (or services) [8, 9]. This line of work motivated



a preliminary study of a notion of semantic types for concurrent systems, where
types are interpreted as spatial-logic definable properties [6, 7]. In this section, we
briefly overview these developments.

8.1 Types for Concurrency Control

A notion of spatial typing for systems of concurrent objects was introduced in
[8, 9], the key idea is to expose at the interface level information about possible
concurrent invocation of operations. The proposed type structure reflects a re-
source sensitive model, where a parallel composition type operator expresses re-
source independence, a sequential composition type operator expresses resource
synchronization, and a type modality expresses resource ownership, thus captur-
ing several fundamental constraints on resource access that arise in general con-
current systems. The basic constructors of the type system are the following ones

UV:e=0| 1OV | UIVIUAV|UV|IU |U»YV

to which a recursion operator (and type variables) is added. Types are interpreted
as spatial logic formulas, denoting spatial properties of systems in a precise sense.
Superficially, the underlying structure may seem close to a behavioral algebra,
with parallel and sequential composition operators, and a primitive action opera-
tor (the method call 1(U)V). However, the aim now is not just to talk about the
behavior of systems, but also about distribution of objects, and ownership trans-
fer [63] in concurrent systems. For example, the spatial composition type U | V
states that a service may be safely used accordingly to U and V by independent
(in terms of resource usage) clients, one using it as specified by U, the other as
specified by V. In particular, the tasks U and V may be activated concurrently. An
object typed by the Travel type defined as

Travel = (f1light | hotel); order

will be able to service the flight (we abbreviate 1(0)0 by 1) and hotel tasks
simultaneously and after that (and only after that), the order task. The spatial
interpretation of U | V implies further consequences, namely that the (distributed)
resources used by U and V do not interfere; this property is important to ensure
closure under composition of certain safety properties of typed systems. Owned
types, of the form U°, state not only that the service is usable as specified by
U, but also that such usage is completely owned (so that a object possessing a
reference of owned type may, for example, store it for later use). Owned types
discipline the delegation (or transfer) of resources or service references between
interacting partners. More familiar behavioral types may also be easily expressed
in our type system. For example, using sequential composition and conjunction,
the usage protocol of a file object might be specified thus:



>

fl£light() =--- | book() =--- | free() =--- || || ]

hl  hotel() =--- [book() =--- | free()=--- || [ ]

gw[ pay(s) = if bk.debit() then s.book() else s.free() | || ]
br[ flight() = f.flight() | hotel() = h.hotel() |

11>

> Q& ™
1>

>

order() = (gw.pay(f); gw.pay(m) || | ]

Figure 11: The Travel Booking Service.

File(V) = (open; (read()V Awrite(V))*;close)*

where U* = rec a.(0 A (U; @)) expresses iteration. By combining recursion with
spatial types, we may also define shared types. A shared type U! states of an
object it types that it may be used according to an unbounded number of indepen-
dent sessions, each one conforming to type U. By combining such operators, we
may specify fine grained shared access protocols, such as the standard “multiple
readers/unique writer” access pattern for state variables (we may represent state
variables by objects with a “read” and “write” methods):

RW(V) £ ((read)V)!;write(V°)*

Finally, and crucially, guarantee types U > V allow us to compose subsystems
into larger systems, while preserving the properties ensured by their typings.

Before summarizing the type system, and to illustrate the intended distributed
object model, we sketch a toy scenario of service composition, where several sites
cooperate to provide a travel booking service (see Figure 11). First, there is an
object F implementing a service for finding and booking flights. It provides three
methods: flight to look for and reserve a flight, book to commit the booking,
and free to release a reservation. A similar service is provided by object H,
used for booking hotel rooms. We elide method implementations in F' and G,
but assume that the operations must be called in good order to avoid disruption,
namely that after calling £1ight, a client is supposed to call either book or free.
The broker B, that implements the front-end of the whole system, is client of F
and H, and also of a payment gateway G. The gateway books items if succeeds
in processing their payment through a remote bank service named bk. Our travel
booking service, available at br, is used by first invoking the flight and hotel
operations in any order. In fact, these operations may be called concurrently,
since they trigger separate computations. Afterwards, the order operation may
be invoked to book and pay for both items, delegating access to f and 4 to the
gateway. The session will then terminate, and the broker will become ready for
another round.



We show below how usage patterns such as these may be specified by typing,
and how the type of a whole system may be compositionally defined from the
types of its components. Intuitively, a type T describes a usage pattern for a given
object. An assertion of the form n : T states that the object named n may be safely
used as specified by the type 7. In general, the type of a network P is expressed
by a composite assertion

I’lllTlI Ink:Tk

specifying types of various objects named ny, . . ., n; available from P to the exter-
nal environment. Such an assertion (or typing environment ) states that the system
provides independent services at the names n;, each one able to be safely used as
specified by the type T; respectively. We now explain the intuitive meaning of the
various kinds of types, by interpreting them as properties of objects.

e An object satisfies n : 0 if it is idle, that is, if it has no running threads.

e An object satisfies n : T | U if it can independently satisfy both n : T and
n : U. We may also understand such a typing as the specification of two
independent views for the object n. More precisely, an : T | U typing says
that the interfaces T and U provided by object n are based in disjoint (in
a sense to be made precise below) sets of resources / subsystems, and thus
may be safely invoked concurrently.

e An object satisfies n : T A U if it can satisfy both n : T and n : U, although
not necessarily concurrently. Conservatively, such an object may only be
used either as specified by n : T or as specified by n : U, being the choice
made by the object’s client.

e An object satisfies n : T; U if it can satisty first n : T and afterwards n : U,
in sequence. In particular, it will only be obliged to satisfy n : U after being
used as specified by n : T'. Implicit in this description is the notion of usage
according to a type, and termination of such an usage; we will get back to
this point later.

e The owned type n : T° means that the object may be used as specified by T,
but furthermore (and crucially) that this T view is exclusively owned. For
example, a reference of type n : 7° may be stored in the local state of an
object, or returned by a method call, although a reference of type n : T may
not, because of possible liveness constraints associated to the type 7.

e An object satisfies n : 1(U)V if it offers a method 1 that whenever passed
an argument of type U is ensured to return back a result of type V, and
exercise, during the call, an usage of the argument conforming to type U.
Thus, method types specify both safety and liveness properties.

e Recursive types are interpreted as greatest fixed points, as expected.



The type system is then based on the following forms of formal judgments, related
to the three syntactical categories of the calculus, plus subtyping:

A<: B (Subtyping) P ::A > B (Networks)
[M;t] :: Alo » B16[U] (Objects) e::Alog » BIo6[U] (Expressions)

The main judgment is the network typing assignment judgment, of the form P ::
A > B. Intuitively, a judgment P :: A > B asserts that if a network P is composed
with any network Q that satisfies the typing A, one is guaranteed to obtain a
network (P | Q) that satisfies the typing B. Getting back to the travel booking
example, we may show how types may be assigned to the system components.
For F and H we may expect the typings F' :: »f : Trand H :: » h: T}, where

T; = rec a.flight(); (book() A free()); a
T, = rec a.hotel(); (book() A free()); a

For the gateway G, we let G :: bk : Tpoue > gw : T, Where
Ty = rec a.debit()bool; T,, = rec a.pay(book() A free()); «

We set T),, = rec a.(flight() | hotel()); order(); @. Then, the following judg-
ment is derivable

(FI|H|G|B)::bk:Ty > br:Ty,

This judgment asserts that the network (F | H | G | B), when composed with any
system providing the T type at bk, will be safe for use at br as specified by type
T},. Such typing may be obtained compositionally from the types of the subsys-
tems in many ways. A possible root level split of the system may be between the
broker B :: gw : Tyy,f : T¢,h : Ty » br : Ty and the back-end subsystem
(GIHI|F) :: bk : Ty » gw : Ty f : Ty, h @ Ty, where we conclude by the
forward composition typing rule (TComp).

The proof of soundness of our spatial type system is obtained by semantic
means, building on a interpretation of types as properties expressible in a spatial
logic. This approach may be seen as an instance of the general method of logical
relations, well understood in the setting of functional programming, but still quite
unexplored in a concurrency setting. A full description of the spatial type system
briefly described in this section, and of the related safety results, may be found in
[9], where a treatment of sharing and shared types is also further developed.

8.2 Logical Semantics of Types

The original understanding of types as predicates has not been a formal guiding
principle for the design of types for concurrent calculi, where a syntactical view
prevails (an exception is [27], where semantic subtyping for names was proposed).



In recent work [6, 7], it was demonstrated a semantic approach to types in
concurrency, based on an interpretation of types as spatial logic definable prop-
erties. More precisely, it is show how the semantics of a general type structure
for processes modeled in the wr-calculus may be inductively (and compositionally)
defined by resorting to a logical interpretation, reminiscent of the logical rela-
tions method, and considering as underlying semantic model the standard labeled
transition system. A formal type system T then assigns types to processes by in-
duction on the structure of processes (as expected from a type system) rather than
by induction on the structure of types / formulas (as in the proof system of [11, 13]
already mentioned in Section 4).

This semantic approach extends in scope other proposals to generic typing [46],
that rely on standard syntactic techniques. Further advantages result from the way
the several properties of interest are factored out in definitions and proofs. Sound-
ness of each typing rule is proven separately by showing that it preserves validity:
this is a standard technique in semantic proofs of soundness for formal systems,
but quite alien to the common practice in type systems for concurrency, where the
syntactic and monolithic (even if extremely well-succeeded and practical) subject-
reduction technique [78] prevails. Subtyping may be dealt with as a completely
orthogonal (with respect to typing) aspect, so that the soundness proofs do not
depend on the syntactic presentation of subtyping, but only on its semantic prop-
erties. We can then pick for the subtyping relation any sound axiomatization of
semantic entailment in the underlying logic; soundness of each instance of T is
immediately granted as a consequence of the modular approach.

As we have already argued, most interesting process properties of the kinds
considered by type systems (e.g., channel arity mismatch, local deadlock) are not
invariant under standard behavioral equivalences of processes, for instance, bisim-
ilarities. Therefore, to characterize such kinds of properties traditional behavioral
logics are not adequate. It turns out that spatial logics for concurrency offer an ap-
propriate expressiveness. An important feature of spatial logics, shared by other
resource-sensitive logics such as the separation logics [70, 62], is that its oper-
ators are able to separate and count resources; this sometimes understood as an
“intensional” flavor to spatial logics. It is precisely such intensional character that
seems necessary for the logical characterization of many “type-like” properties.

The system T manipulates type judgment of the form P :: A + B where A and
B are spatial-behavioral types, and the turnstyle I is interpreted as the composition
adjunct (guarantee). A sample rule of system T is the composition rule (Seq).

(fn(B) not free in the conclusion.)
P:2:AvrA'|B Q:B|B+C

vBYP|Q):A|B A |C

The logical characterizations of certain kinds of types we have introduced in




this work allowed us to understand certain familiar notions in types for concur-
rency, such as sharing and linearity [48], in a rather abstract setting. For example,
we give a semantically defined notion of sharing type. Roughly, a type A is shar-
ingif A|A E A (i.e., if it enjoys a contraction principle with respect to spatial
decomposition). It turns out that kinds of types such as simple types [55] and I/O
types [67] are sharing in this sense. We may show that simple types and 1/O types
may be embedded in T, by extending the basic subtyping relation ST <: with
additional subtyping axioms. Certain forms of session types [45] may also be em-
bedded in the generic type system T, by combining behavioral types with simple
types. Again, soundness of the obtained type system is obtained for “free”, after
one proves certain abstract properties (e.g., sharing) of new type constructions.

9 Concluding Remarks

In our tutorial overview of dynamic spatial logics for distributed concurrent sys-
tems we have attempted to find a balance between the variety of covered aspects
and the depth of the analysis; our aim was fundamentally to provide the key in-
tuitions, concepts and results, while hinting to further developments and related
work. In the initial sections, we have reviewed the technical context needed for
the introduction of dynamic spatial logics, and introduced some of the key mo-
tivations and concepts in the area. The last sections have been devoted to the
discussion of a selection of results, and applications. We now add some remarks
on closely related work.

The general notion of spatial observation has motivated the introduction of
logics for models with various kinds of static and dynamic structure, in particular
for models where the dynamic aspects are not relevant at all. These include logics
for trees [23], for graphs [21], and for XML-like semi-structured data [22].

Many of these logics, and the static fragment of dynamic spatial logics, are
closely related to Bunched Logic [61], in particular to boolean BI, at least for-
mally. BI is also behind the foundations of separation logic [70] developed by
O’Hearn and Reynolds, and then of the development of applications of separation
logic to shared variable concurrency [63].

The distinctive characteristic of spatial logics for concurrency, when compared
with the separation logics, is their original aim of talking about structural dynam-
ics. The difference of standpoint is also manifest in the underlying technical tools
and approaches: process calculi, abstract interaction models, and modal logics in
the case of dynamic spatial logics, and imperative programs, communicating pro-
cesses, and assertion logics in the case of the separation logics; in line with the
two main established approaches to concurrency in computer science for several
decades now. The intent of dynamic spatial logics is to express general properties



of active structures evolving in space-time, while the separation logics aim is to
express, at the logical level, independence constraints on passive resource spaces
(such as the heap of imperative programs). The separation logic view of the com-
position operator is strongly motivated by notions of non-interference [69] in state
manipulating programs; if a program gets past the proof rules of separation logic
then (implicitly) it must also necessarily be race-free. In the case of dynamic spa-
tial logic, this does not be the case, although properties such as race-freedom (as
race-presence) may be expressed (explicitly) in such a logic. On the other hand,
separation logic is proving to be quite successful in providing effective concepts,
techniques and models to reason about programs written in practical low-level
programming languages. The two views are not exclusive, and ideas arising in
one field may hopefully inspire developments in the other, for example, applica-
tions of separation logic to process calculi [64], and introduction of separation (as
a form of non-interference) in dynamic spatial logics [8].

As the general concept of space is becoming increasingly recognized as a fun-

damental ingredient in models for distributed interactive systems, as witnessed
by the development of Mobile Ambients and more recently of bigraphs, we be-
lieve that logics combining spatial and behavioral observations are likely to play
an important rule in the analysis of such models, both for increasing our funda-
mental understanding about concurrency and distributed computation, but also for
the development of applications to the specification and verification of concrete
technological artifacts.
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