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Abstract

The use of abstractions in the analysis of distributed computer systems permits to
focus on the main features of the system while ignoring low-level details represented
abstractly such as those inherent in the mechanism by which the components of the
system communicate. In process calculi, the communication medium of distributed
systems is abstracted by the notion of channel that ideally represents the address
of the endpoints of communication. Further features of such systems as a client-
server communication paradigm where clients and servers are allowed to read from
and write on a resource, respectively, may be modeled by using typed abstractions
and by relying on a type-checker to regulate the behavior of processes. However,
such abstractions are reasonable only insofar as the low-level details do not hide
particulars that compromise the feasibility of implementing the model.

In this dissertation, we show that the type-based discretional access control to
communication channels of process calculi may be enforced in untyped, open, dis-
tributed environments by using cryptography without any assumption on the behav-
ior of the processes running in such environments. We develop a typed pi calculus
with matching in which capability types are employed to realize the policies for the
access to communication channels, and we present implementations that compile
the high-level processes of the pi calculus into low-level principals of a cryptographic
process calculus based on the applied pi calculus. In these translations, the type
capabilities of the high-level calculus are implemented as term capabilities protected
by encryption keys only known to the intended receivers. As such, the implemen-
tation is effective even when the low-level compiled principals are deployed in open
contexts, for which no assumption on trust and behavior may be made.

Our technique and results draw on, and extend, previous work on secure imple-
mentation of channel abstractions in a dialect of the join calculus [8]. In particular,
our translation preserves the forward secrecy of communications in calculi which
support the dynamic exchange of write and/or read access rights among processes.
We establish the adequacy and full abstraction of the implementation by contrast-
ing the untyped equivalences of the low-level cryptographic calculus, with the typed
equivalences of the high-level source calculus.
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Introduction

In this thesis we study secure implementations of concurrent systems communicat-
ing through channel abstractions. Ideally, a concurrent system is formed by a set of
computation units, named processes, that interact among each other by using com-
munication links. We view such units as representation of distributed agents located
on different machines connected by a network. The communication mechanism may
be abstracted by interpreting the endpoints of communication as addresses that take
the form of channel names from a countable set, and by representing communica-
tion as an atomic synchronization among a sender process and a receiver process,
writing on and reading from the same channel, respectively. This permits to focus
on the high-level properties of concurrent systems ignoring the low-level details of
communication, e.g. routing, physical addressing.

The m-calculus [74] is one of the most studied models for concurrent systems
based on channel abstractions. The expressions of the language are processes gen-
erated by a concise grammar that includes input and output name-prefixes repre-
senting the sender and the receiver process, respectively, a restriction operator to
make channels private, and parallel composition representing concurrent computa-
tion. The dynamics of processes are described by a formal semantics that includes
the rule for atomic synchronization mentioned above; an algebraic theory to manip-
ulate processes and formally compare their behaviour is provided. Particularly, we
study the asynchronous m-calculus [20, 65] that mainly differs from the m-calculus
because of the output prefix has no continuation. Indeed, we believe that abstract
models for concurrent distributed systems should consider an asynchronous commu-
nication paradigm in order to adequately represent communications arising in such
systems.

The general question we address in this dissertation is whether the level of
abstraction provided by process calculi is adequate for describing concurrent, dis-
tributed systems. The details ignored by the abstraction should not compromise the
implementability of the model; a feasible implementation of the channel abstraction
in distributed scenarios is therefore a fundamental issue to be settled. In this thesis,
following a common approach (e.g., [1, §]), we refer to implementation as a trans-
lation from an high-level distributed calculus using private channels to a low-level
cryptographic calculus using non-private channels. Indeed, from an abstract point
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of view, the low-level language models the open and distributed communications
that characterize actual network protocols. To study implementations of the chan-
nel abstraction, it is therefore important to understand which is the communication
paradigm modeled by the abstraction. Consider the communication rule of the pi
calculus:

a(b) [a(z).P — P{b/x} (%)

Since we interpret the output and input processes as a sender and a receiver, respec-
tively, that are physically located in different machines, we see this rule as a model
of point-to-point connection among two machines using a dedicated line.

Evidently, implementing distributed systems that communicate by using ded-
icated lines is hardly feasible. Rather, our implementations should use a public
network as communication medium. Relying on the representation of the public
network with a channel net known to the environment, we can implement the sender
and the receiver in a subset of the pi calculus where the only free channel is net
with little effort; to avoid confusions, we call this subset the low-level language and
the full pi calculus the high-level language. For instance, we may use the channel
name as an address inside the message, and add a filtering mechanism to the re-
ceiver. The following reduction on low-level processes” corresponds to the high-level
reduction (x):

net(b,a) | net(z,y).(if y = a then P) — if a = a then P{b/x}

In the same vein, we can interpret the reduction (%) as a communication in
multicast by providing an implementation with replicated emissions of the form
! net (b, a).

A more subtle question concerns the implementability of the restriction operator.
Typically, this construct is used in process calculi to protect channels and the com-
munications occurring on them. For instance the operator can prevent interferences
in the execution of a protocol: we can make non-interruptible the communication
of b in (%) by restricting the communication channel.

(new a)(a(b) | a(x).P) — (new a)(P{b/z}) (%)

In our view, the reduction (**) models a communication occurring on a dedicated
line such that the communication is invisible to the environment, i.e. the environ-
ment has not physical access to the line. Since we want to rely on public communi-
cations in our low-level model, the problem is to protect the low-level protocol from
interferences without using private channels. A possible solution is to use cryptog-
raphy to protect the content of the emission on the high-level channel; therefore our

IClearly, the input process should also be instrumented with a recovery mechanism to handle
all those cases in which it picks up “wrong packets” from the channel net representing the public
network: at this stage, however, we omit this and other details for ease of readability.



low-level language should provide primitives to encrypt and decrypt messages. The
high-level channel a is mapped into a couple of low-level cryptographic keys a™, a™
such that the sender packages messages with the encryption key at while the re-
ceiver uses the decryption key a™ to recover the content of the packet. The following
synchronizations of low-level principals correspond to the high-level reduction (sx):

(new a®,a" )net({b}+) | net(y).(decrypt y as {x},- in P)
— decrypt {b},+ as {z},- in P

However, this does not prevent the low-level environment to notice that the commu-
nication in (#*) occurred, while (x) is invisible to the high-level environment. For
instance, the low-level environment may notice that the emission net({b},+) is not
more available after the reduction (*x), and infer that (%) occurred. While some
traffic is practically always present on the network interfaces that link actual dis-
tributed systems, this rarely prevents information leaks through traffic analysis (e.g.,
due to message sizes, addresses). On the other hand, due to the model’s limitations,
we do not handle such attacks; therefore assuming the presence of a noise process
creating endless fresh non-intelligible messages on the network interface represents
a possible solution to this problem.

Protecting access to resources Next we investigate whether the typed abstrac-
tions used in process calculi to regulate the access to channels can be implemented
in open, distributed systems. The need of controlling the access to channels it is
often relevant both for design and security issues. From a security perspective, hav-
ing knowledge of a channel name means possess a communication capability; in this
vision, channels indeed represent the abstract resources of our concurrent systems.
In the original pi calculus [74], the only way to protect a channel is by using the re-
striction operator, as we have seen in (xx): the restriction prevents the environment
both to read from and write on the channel a.

However, the specification of modern computer systems usually require finer
methods to protect access to resources (see [67, [18]). For instance, in systems based
on a client-server communication paradigm it is often requested that the server even-
tually writes on a channel while a client eventually read from a channel. A model
language suitable for the design of distributed systems should therefore provide the
possibility to specify systems satisfying such constraints. In [88] this problem is
tackled by using typed abstractions (see [90, 30]) that regulate the correct use of
resources. The authors introduce a sorting discipline on channel names that sepa-
rate the capability to read from channels from the capability to write on channels.
Processes wishing to read from or writing on a channel need to possess the read
or the write capability on that channel, respectively; a process may distribute ca-
pabilities on names only if it possesses them. The discipline is enforced by a type
system that typechecks only processes obeying at the rules above. Assuming that
all processes in the concurrent system are statically typed by the same type system,
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one can deploy systems enjoying discretional access to resources by programming
an adequate distribution of capabilities.

This leads to a crucial implementation problem, since this assumption is too
strong for open, distributed systems. Such systems indeed are typically composed
by several independent machines that are not administrated by an unique global
authority. At the high-level, the access control is based on the use of a static
type system that predicates that processes receiving a resource will not use it in a
forbidden modality, i.e. typed contexts behave well. But what happens when we
deploy such systems in contexts that do not respect the high level type assumptions?
Stated more explicitly: can we compile our typed processes as low-level principals
to run in distributed, open environments while preserving the high-level reasonings
on the protection of resources we have established?

This appears to be an important question, as it constitutes a fundamental pre-
requisite to the use of typed process calculi as an abstract specification tool for
concurrent computations in distributed, open systems.

Implementing typed processes in untyped contexts The objective of this
dissertation is to provide a secure implementation of an abstract machine where
the distribution of capabilities on channel abstractions is type-based, to low-level
agents operating on a model of network where no assumptions on behaviour or trust
can be made, and the correct distribution of capabilities is enforced by using cryp-
tography. More in detail, we translate pi calculus processes using private channels
and typed abstractions, into lower-level processes using open communications and
cryptographic functions, and we prove that the implementation is secure.

The formal tool we use to establish the security of our implementations is the
concept of full abstraction [1]; roughly, an encoding fully abstract equates encoded
expressions if and only if the source expressions are equivalent. We say that two
expressions are equivalent in a given language, noted F; = FEj, if yield the same
results in all contexts of the language (cf. [45 [76]). Formally, a translation [-]
of expressions of a language H into expressions of a language L is said to be fully
abstract if for all expressions E, Ey of the language H we have (i) [ 1] =F [ E.]
implies £, =% E, and (ii) B, =7 E, implies [ E,] = [E>]. As Abadi noted in
[1], the direction (ii) is particularly relevant for security concerns, since it ensures
that the translation does not introduce information leaks.

More in detail we want to preserve typed equivalences of the foorm I = P = @
stating the indistinguishability (hence the equivalence) of P, () in all enclosing con-
texts that satisfy the typed assumptions in I, i.e. all processes typechecked by I (cf.
[23, 60, 91]). As we will argue, we believe that no fully abstract implementation
may rely on static typing alone, as distributed and open networks do not validate
any useful assumption on the trustworthiness, hence the well-typeness, of the con-
texts where (the low-level agents representing) our typed processes operate. Indeed
requiring all low-level processes running in the system to be statically typed by



the same type system is a too strong assumption for distributed and open systems.
Therefore, the low-level environment cannot be trusted to follow the type discipline.
Rather than assuming that a context satisfies the constraints imposed by a typing
assumption, our implementations should enforce them.

Enforcing access control with dynamic typing To make a fully abstract im-
plementation feasible, the solution we propose here is to adopt a new typing disci-
pline for the source calculus, based on a combination of static and dynamic typing
to control the interaction with the context. Dynamic typing is an appealing solution
when dealing with computing in wide-area distributed systems; static verification of
such systems is impractical since the typing information may be partial or missing
and the components of the system may be unknown or partially known to each other.
To avoid to stop the execution and re-check, components must dynamically carry
sufficient behavioral information that can be checked at runtime by the system’s
components (e.g., [82]).

We formalize our approach by developing a typed version of the (asynchronous)
pi calculus where the values emitted in the output construct are coerced with the
intended type to be released, noted p(a@T'), regardless of the type of p. A static
typing system guarantees that a may indeed be assigned the coercion type 7', while
a mechanism of dynamically typed synchronization guarantees that a is received
only at types less informative than T, so as to guarantee type soundness of each
exchange.

By breaking the dependency between the types of the transmission channels and
the types of the names transmitted, distinctive of the approaches to typing in the pi
calculus tradition [88, [60], we can safely reduce the capability types to the simplest,
flat structure that only exhibits the read/write access rights on channels, regardless
of the types of the values transmitted, namely 7" € {rw,r,w}. Furthermore, and
more interestingly for our present concerns, the combination of type coercion and
dynamically typed synchronization allows us to gain further control on the interac-
tions among processes as well as between processes and their enclosing context.

To illustrate, we program in this language a process that releases the read capa-
bility of a resource a that we assume unknown to the environment, and provides a
receiver on the same channel a for internal use: p(a@r) | a(z).0. The intention of the
specification is clear, and best formalized by the following typed equation stating
the invisibility of the read resource a:

p: T = p(a@r)|a(z).0 = pla@r)

Dynamic typing will prevent processes of the form P = p(z@w).P’ to receive the
resource a and use it for write access, revealing the presence of a(x).0. Indeed, in
this example the process P asks for a name to be used in write modality and, in
contrast, the channel a is released in read modality; therefore dynamic typing does
not permit the synchronization among p(a@r) and P.
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As the example shows, the knowledge of the environment on p is irrelevant to
establishing the equation above; this is the main difference from our approach and
that of [88, 60]. We can therefore rely on a adequate programming of the distri-
bution of capabilities in order to guarantee that the system does not release more
capabilities than the intended ones.

1.1 Main contributions

In this thesis we provide a fully abstract implementation of a typed pi calculus with
matching into a lower-level calculus using open communications and cryptography.
Since our high-level process calculus is a conservative extension of the untyped pi
calculus, we also have a direct secure implementation of the pi calculus with match-
ing.

This result shows that the dynamic management of capabilities enforced at the
high level by using a global type system, can be effectively enforced in untyped,
open, distributed environments by using cryptography without any assumption on
the behavior or trust of the low-level contexts. To the best of our knowledge, this
is the first result of this kind for typed process calculi. Further, we resolved the
problem of forward secrecy of communications (see [1]) that is the main obstacle to
the implementation of process calculi which supports the dynamic exchange of write
and /or read access rights among processes. Particularly, we devised the first secure
implementation of the untyped pi calculus with matching; an implementation of the
pi calculus without matching already exists (cf. [51] §]).

We proposed a typed version of the pi calculus, namely the APIQ calculus, that,
in our opinion, can be useful to model the distribution of capabilities on abstract
resources; we believe that the declarative style characterizing our calculus and type
theory can make easier and less error-prone the hard task of specifying distributed
systems where the access to resources is discretional. We provided an observational
theory for the calculus, and we gave a coinductive proof technique for observational
equivalence.

Publications

The APIQ calculus, it’s observational theory and a proof technique for observational
equivalence have been published in [29]. The secure implementations of the Ap1@
calculus have been published in [30].

1.2 Structure of the thesis

In Chapter 2 we introduce syntax and operational semantics of APIQ processes and
we prove type soundness. Then we introduce a notion of contextual equivalence
among processes, namely typed behavioral equivalence, and we provide it with a
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coinductive proof technique. A few equations characterizing the calculus are draw.
Finally we relate the ApP1@ calculus with the (asynchronous version of the) pi calculus
of [60] by providing a sound translation of the former in to the latter. Comparison
with related work is available at the end of the chapter. This chapter is based
on [29].

In Chapter 3] we review the implementation language that is an asynchronous
version of the applied pi calculus [7]. We introduce semantics for the destructors
of interest that include functions implementing symmetric/asymmetric encryption
and digital signatures. Next we review the syntax and the operational semantics of
applied pi processes. We assume that destructors are only used in let-expressions
and may not occur in arbitrary terms; the semantics is given in terms of labelled
transitions and does not rely on active substitutions as in the original formulation.We
define a notion of term-indexed behavioral equivalence among processes and we prove
some useful closure properties. Finally we review some related work.

Chapter 4| contains implementations of API@ calculus in the applied pi calcu-
lus. We first review the main obstacles arising in implementing fully abstract the pi
calculus and in particular the problem of preserving the forward secrecy of commu-
nications. Then we describe the implementation framework, and we present a first
compositional compilation of high-level processes into low-level ones. We show that
the implementation is sound by establishing the operational correspondence of the
translation. Next, we enhance the design by giving a fully abstract implementation
that relies on a proxy server to prevent compiled processes to have undesired inter-
actions with low-level, possibly malicious contexts. Comparison with related work
is analyzed at the end of the chapter. This chapter is based on [30)].

Chapter 5l contain the proofs of the results of Chapter 4; an up-to technique
to prove the operational correspondence of “non-prompt” [84] translations is given.
Chapter 6 extends the fully abstract centralized implementation provided in Chapter
4] by introducing a distributed implementation based on the partitioning of the
network in domains each of which is administrated by a proxy server. To model
this partitionining of the network, we extend the calculus presented in Chapter 2
by labelling processes with domain labels; we let domains have not impact on the
dynamics and/or the typing of the API@ calculus. We define a notion of contextual
equivalence that is closed under composition of known domains. Finally we provide
a fully abstract translation of the high-level processes labelled with domains into
low-level ones. The distributed implementation has been published in [30].
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A pi calculus with dynamic typing for
resource access control

In this chapter we introduce the high level language that we use to specify concurrent
systems supporting the dynamic exchange of write and/or read access rights among
processes. The language is a typed variant of the pi calculus [74] [72) 104 [73] with
a matching construct and polyadic communications, and is a conservative extension
of the untyped pi calculus. We provide the calculus with a typed equational the-
ory, and we give a co-inductive proof technique useful to prove equivalences among
processes. The technique relies on labelled transitions on configurations of the form

I>P — I's P! where a range over typed input/output actions and silent actions,
and I is a type environment less informative than the environment that typechecks
P. Basically input and output transitions arise only if they are allowed by I; silent
transitions are invisible to the environment. Finally we compare our process calculus
with the pi calculus of Hennessy and Rathke [60] which embeds input/output types
generalizing those of [88], and we provide a sound encoding of the former into the
latter. The main results of this chapter has been published in [29].

Background

The use of types to control the behavior of processes in the pi calculus is a long
known and well established technique. The idea was first introduced by Pierce and
Sangiorgi in their seminal work on the subject [88], and is best illustrated by their
motivating example:

S = (new s)!d(s) |!s(x).print(z) C = d(z).x(j)

S is a print spooler serving requests from a private channel s that it communicates
to its clients via the public channel d. C' is one such client, that receives s and uses
it to print the job j.

While the intention of the specification is clear, reasoning on its properties is
subtler. For instance, given the initial configuration S|C, can we prove that the
jobs sent by C' are eventually received and printed? Stated in more formal terms:
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is there a proof of the following equation?

S|C = S|print(j) (2.1)

Here we take P = () to mean that P and () are behaviorally indistinguishable, i.e.
they have the same observable behavior when executed in any arbitrary context.
Back to our example, (2.1) is easily disproved by exhibiting a context that interferes
with the intended protocol between S and C. A first example is the context €[—| =
— | d(z).!x(y).0, that initially behaves as a client, to receive s, but then steals the
jobs intended for S. A second example is the context €3[—] = — | (new s')d(s"),
which may succeed in transmitting to C' a dead-ended channel that will never serve
the purpose C expected of it.

As shown in [88], hostile contexts such as those above can be ruled out by
resorting to a system of capability types to control the transmission and/or reception
of values over channels based on the possession of corresponding type capabilities. In
our example, that system allows us to protect against contexts like %, by requiring
that clients be only granted write capabilities on the channel s, and by reserving
read capabilities on s to the spooler. Similarly, we may build safeguards against
attackers like %5 by demanding that clients only have read access on d.

Both the requirements are expressed formally by the typing assumption d :
((T")™)": this typing grants read-only access on d and write-only access to any name
received on d, as desired. We may now refine the equation in (2.1) into its typed
version below

d: (T)) = S|C = S|print(j). (2.2)

Typed equations of the form I = P = @ express behavioral equivalences between
processes in any context that typechecks in the type environment I. Here I represents
the context’s view of the processes under observation, given in terms of a set of
typing assumptions on the names shared between the processes and the context
itself. Incidentally, but importantly, the typing assumptions on the shared names
may in general be different —in fact, more accurate— for the processes than they
are for the context. To illustrate, in (2.2), a context is only assumed to have read-
capabilities on d, while for the system to typecheck the name d must be known at
the lower (hence more accurate) type ((7)%)™, so that to allow S to write and C'
to read. Similarly, for the system S| C to typecheck, the name s must be known at
the type (T)™ including both a write-capability, granted to S, and read-capability,
granted to any process that receives s: the context, instead, will only acquire s at
the super-type (T')" determined by the type of the transmission channel d.

Typed processes in untyped contexts

Given the type for d available to the context, it is not difficult to be convinced that
(2.2) above (under appropriate hypotheses on the context’s view of the name print,
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see Section 2.3) represents a valid equivalence as no context that typechecks under
d: ((T')")" may tell the two processes apart.

Typed equivalences like these are very useful, and effective in all situations in
which we have control on the contexts observing our processes, i.e. in all situations
in which we may assume that such contexts are well-typed, hence behave according
to the invariants enforced by the typing system.

The question we address in this thesis is whether the same kind of reasoning
can still be relied upon when our processes are to be deployed in distributed, open
environments. Stated more precisely: can we implement our typed processes as
low-level agents to be executed in arbitrary, open networks, while at the same time
preserving the typed behavioral congruences available for the source processes?

We argue that no implementation with the desired properties may rely on static
typing alone, as distributed and open networks do not validate any useful assumption
on the trustworthiness, hence the well-typeness, of the contexts where (the low-level
agents representing) our typed processes operate. Rather than assuming that a con-
text satisfies the constraints imposed by a typing assumption, our implementations
should enforce them.

The implementation schema we envision here is one in which the statically
checked possession and distribution of type capabilities in the source-level processes
is realized in terms of the possession and the dynamic distribution of corresponding
term-level capabilities in the implementation agents. For instance, each channel
could be implemented by means of a pair of cryptographic keys representing the
write and read capabilities. If designed carefully, and instrumented with adequate
measures to protect against hostile contexts (see [I, 8], Chapter 4)) this represents a
viable idea to pursue.

The problem remains, however, to make sure that the implementation preserves
the desired typed equations of the source calculus: for that to be the case, one must
guarantee that for each name, the distribution of the term capabilities in the low-
level agents match the corresponding type capabilities in the source level process.
While this is possible for the names that are statically shared with the context,
ensuring such correspondence is much harder, if at all possible, for the names that
are dynamically acquired by the context. There are two fundamental difficulties:

e first, as we have observed, the type at which the context acquires a name
depends on the type of the channel over which the name is communicated;

e secondly, the type of the transmission channel may vary dynamically in ways
that cannot be predicted statically.

The dynamic evolution is particularly problematic in a calculus with matching be-
cause, as noticed by Hennessy and Rathke in [60], matching makes it possible to
progressively refine the type at which a name is known during the computation.
This is best illustrated by the following typed labelled transition, borrowed from
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[60], that formalizes the effect of emitting a name on a public channel.

I(a) |

a(n)
I>a(n).P — IMn:I"(a)> P

The configuration I> P represents a process P operating in a context that typechecks
under I, and I"(a) | indicates that I (hence the context) has a read capability on the
name a. The meet IMn : I'(a) in the resulting configuration represents the ability of
the context to “merge” its current type for n with the type determined by receiving n
on a: as explained in [60], taking the meet mimics the ability of the context to match
n with the names already known to it (possibly, at different types), and obtain a more
informative type based on that. For instance if I contains the typing assumptions
n:(S),a: ((S)Y),q: S, then the context €[—] = a(x).[x = n|n(q)|n(y).0;0 is
typechecked by the typing system of [60]; here the ability to check if the channel
received through a at type (S)“ is equal to the channel n known at type (S)" let
the context use both the read and the write capability of n. The problem is that
the effect of this type refinement may propagate dynamically in ways that cannot
be determined statically. To illustrate, let I and P be the typing environment and
the process defined as follows:

L= n: (1)) a: (((T)))
P = a(n)|(new p: (T)™)n(p)

We have I'(n) = (T)* and I'(a) = ((T)")", and from this we compute I' = IMn :
I'(a) =a: ((T)")")",n: ((T)™)". Now we see that a context that typechecks under
I will acquire p at the type (7)™ or at the type (7)™ depending on which one of
the two names p and n it receives first in its interactions with process P. This is
reflected by the following two transition sequences available from 1> P.

-p — Lp: (T)">a(n) -, INn:(T)),p:(T)">0
)
P — I's(new p: (T)"Y)n(p) ——— T, p:(T)™">0
Clearly, this dynamic evolution of the typing knowledge of the context is problem-
atic, as a fully abstract implementation would need to tune the distribution of the
term-capabilities associated with n on the types available dynamically to the con-

text: as the example shows, this is in general impossible to achieve at compile time,
by simply inspecting the structure of the source level processes.

Enforcing access control with dynamic typing

While the problem with the previous example is a direct consequence of the presence
of matching, a more fundamental obstacle against full abstraction is in the very
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structure of the capability types adopted in the source calculus, and in the way that
structure determines the acquisition of new capabilities on a name. As we have
shown, acquiring a name, say n, at a type not only informs on how n will be used,
but also determines how other names transmitted over n will be circulated and used
in the system. These invariants are all encoded in the static type of the channel at
which n is received, and clearly they will not be guaranteed if that channel is shared
with an untyped context.

To make a fully abstract implementation feasible, the solution we propose here
is to adopt a new typing discipline for the source calculus, based on a combination
of static and dynamic typing to control the interaction with the context.

We formalize our approach by introducing a typed variant of the (asynchronous)
pi calculus. In this calculus, named APIQ, the types at which the emitted values are
to be received by the context are decided by the output sites. This is accomplished
by introducing a new output construct, noted a(v@T'), that relies on type coercion to
enforce the delivery of v at the type T, regardless of the type of the communication
channel a. A static typing system will ensure that v has indeed the type T to which
it is coerced, while a mechanism of dynamically typed synchronization guarantees
that v is received only at supertypes of T', so as to guarantee the type soundness of
each exchange of values.

By breaking the dependency between the types of the transmission channels and
the types of the names transmitted, in APIQ we may safely dispense with the nested
types of [88, [60], and rely instead on channel types with a flat structure that only
exhibits the read/write access rights associated with the channels, regardless of the
types of the values they transmit. Needless to say, the resulting discipline of static
typing is much looser: to compensate for that one then needs a dynamically typed
operational semantics to ensure type soundness.

What is more interesting and relevant for our present concerns is that the new
typing discipline makes it possible to recover fully abstract implementations, i.e.
implementations for which the typed congruences of the source calculus are preserved
even in the presence of untyped, and potentially hostile contexts. We show how this
can be accomplished in Chapter 4. Before that, we introduce the source calculus
formally, and look at the consequences of the new typing discipline on the ability to
reason about process behavior.

2.1 Syntax of APIla calculus

Given the intended use of calculus as a specification language for distributed systems,
we opt for an asynchronous version of the calculus. However, the same results and
technique would apply, mutatis mutandis, to the synchronous case.

We presuppose countable sets of names and variables, ranged over by a —n and
x,y,... respectively. We use u,v to range collectively over names and variables
whenever the distinction does not matter. The structure of processes is defined by
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the following productions:

PQ,... = 0 | PIQ | (newn:A)P | P pi calculus
| [u=v]P;Q matching
| u(0@A) type-coerced output
| w(z@A).P typed input

We use @ and A to note (possibly empty) tuples of values and types, respectively,
and the notation 9@A as a shorthand for QA ..., v,QA,.

The reading of the process forms is standard, with the exception of the con-
structs for input/output. The process u(@@fl} represents the polyadic output of
values vy, ..., v, respectively at the types Aj, ..., A,: the rules of the operational
semantics will ensure that outputs at this types only synchronizes with input pre-
fixes expecting values at types respectively higher than (or equal to) Ay,..., A,.
The input process u(i : A).P acts as a binder for the variables x, ..., x,. The inert
process is represented by 0; concurrent computation is expressed by using parallel
composition P | ). The matching process [u = v] P; ) behaves as a conditional that
proceeds as P if u = v, and as () otherwise. We often omit trailing inert processes
and abbreviate [u = v] P;0 with [u = v] P. Process (new n : A)P acts as a binder
of the name n in P; the type information is used to ensure that n is used consis-
tently in P. Finally ! P represents the replication of P. We let the free names of
P, noted fn(P) be the set of names occurring in P that are not bound; similarly
the free variables of P, noted fv(P) are the variables not bound in P. We assume
a well-defined capture-free substitution operation P{v/x} which allow the value v
to be substituted to z in the process P. We use the notation P{0/Z} to indicate
nested substitutions applications ((P{vi/z1})...){vs/zn}. A process with no free
variables is said to be closed. We let two processes P, () be a-equivalent, noted
P = @, when () may from obtained by P by a finite number of changes of bound
names and/or bound variables.

The types of APIQ include a top type and capability types for names. As intro-
duced in Chapter |l the channel types we use have the flat structure defined in Table
2.1/ that only exhibits the read/write access rights on channels. The types ch(-) are
the types of channels, built around the capabilities r, w and rw which provide read,
write and full fledged access to the channel, respectively. To ease the notation, we
henceforth denote channel types by only mentioning the associated capabilities. T
is the type of all values and may be used to export a name without providing any
capability for synchronization or exchange. The ability of match identity of names
still give a distinguishing power to contexts knowing a name at type top [104].

The subtyping relation <:, also in Table 2.1, is the preorder that satisfies the
expected relationship over capability types, and admits a meet operator; we will
often write T" :> S to indicate that S <: T. A binary operator over the types
introduced above is said to be a meet if it is commutative, associative and satisfies

(i) A <: Band A <: C implies A <: BN C and (ii) AN B <: A. We define the
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Table 2.1 The typing system

Types
A, B,... == ch(rw) | ch(r) | ch(w) capabilities
| T top
Subtyping
A € {ch(rw), ch(w),ch(r), T}
ch(rw) <: ch(r) ch(rw) <: ch(w) A< T
Typing Rules
(T-Pro) (T-Nil)
F(u) <: A
NFu:A I'=o
(T-New) (T-Par) (T-Repl)
n: AP P THQ r=pP
I'F (newn:A)P I'EP|Q CHP
(T-Match)
''-Q 'ru:A I'rtv:B TNu:BnNv:AFP
L'k u=v]P;Q
(T-Out@) (T-In@)

™(w)| Thruwv:By,....,l'Fu,:B, IMu)| T,i:AFP
'+ u(0QB) I'+u(i@A).P
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operator I as follows:

A A A
rwlilr =rw rwlilw = rw wllr=rw

ANTE2A  ANA2A ANB=BMA
Proposition 1. The operator M defined above is a meet operator.
Proof. Follows easily by a case analysis. O
The following propositions illustrate easy but useful results for the meet operator IM.
Proposition 2. If A <: B then AT B = A.

Proposition 3. A <: B implies (AN C) <: (B C).

Typing System

We introduce a few preliminary definitions to formalize the structure of typing en-
vironments. Type environments, ranged over by I', A, are finite mappings from
names and variables to types. We use the notation I', v : A to indicate the mapping
I'U(u, A). Following [60], we extend type environments by using the meet operator:
FMu:A=T,u: Aif u ¢ dom(I"), otherwise ' Mu : A =T" with I'" differing from
[ only at u: IV(u) =T(u) MA. Welet (T,u: A)\u=T.

Differently from [60], extending a type environment is always a defined operation
since in our subtyping relation the meet is not partial (as in [60]). When extending
a type environment with tuples, we often omit to indicate parentheses and write
I'M% : A to indicate (IT'Mwy : A))M...)Mo, : A, and in case dom(I')Ndom(I") = @,
we write I', I to indicate the type environment containing all mappings in I' and
in IV, Subtyping is extended to type environments as expected: I' <: A whenever
dom(I') = dom(A) and for all a € dom(I") we have I'(a) <: A(a). If ['(n) <:r, we
say that I'"(n) is defined, written I'"(n) |. Correspondely, we let I'(n) | whenever
I'(n) <:w.

Most of the typing rules in Table 2.1 are standard and self explained. Rule (T-
PRO) ensures that environments type values at supertypes of their actual types.
Rule (T-PAR) says that the composition of processes typed independently by the
same environment is well-typed. The typing of matching process [u = v| P; @ is
inherited from [60]. Differently from companion type systems for pi calculi with
matching (see [104]), we do not require the environment to possess both the read
and the write capability in order to test a value, i.e. u,v may be known at types
higher than rw. Similarly, we do not insist that u,v have identical types to infer
the well-typeness of the matching process. Indeed u,v may be bound to the same
value and represent distinct capabilities; in such case the matching process should
continue as P and collate the type information about the values. This is done in
rule (T-MATCH) by implicitly casting the types of u,v to their greatest common
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subtype. To illustrate, as a result of that rule, the following judgment is derivable:
r:iry:whk [z=ylz();0.

The typing of input/output is characteristic of our present calculus, and is a
direct consequence of the structure of the channel types. In particular, notice that
the rules (T-ouT@) and (T-IN@) do not expect/impose any relationship between
the type of the channel u and the types associated with the values transmitted
(in (T-ouT@)) or expected (in (T-IN@Q)). The only constraint, at the output
sites, is that the types at which the emitted values are coerced must be valid. As
we mentioned earlier, this rather loose form of static typing is complemented by
dynamic type checks to be performed upon synchronization.

The following propositions state useful properties of the typing of values.
Proposition 4 (Weakening). If'Fu: A thenT,v: BFu: A.

Proof. The typing I' - u : A has been inferred from (T-PRO); from this we infer
['(u) <: A. From (I',v : B)(u) <: A and a further application of (T-PRO) we obtain
the desired result.

Proposition 5 (Strengthening). IfI'v: BFu: A and u # v then I' - u : A.

Proof. In this case I';v : B u : A has been inferred from I'(u) <: A, because u # v;
we apply (T-Pro) and obtain I' - u : A, as desired.

Proposition 6 (Subtyping). IfT'Fv: A and I" <:T thenT'F v : A.

Proof. From (T-Pro) we know that I'(v) <: A. From I" <: ' we easily obtain
["(v) <: T'(v) since or v = a and I''(a) <: I'(a) holds by definition, or v = = and
I"(x) = I'(z). From the transitivity of <: we infer I'(v) <: A. We apply (T-Pro)
obtaining IV v : A. O

Proposition 7. If'+ P then T Mo : BF P.

Proof. The proof proceeds by induction on the type inference and use weakening
and subtyping for values. Indeed T'M v : B =T", A for some (possibly empty) type
environment A and for some [V <: I'. We leave the considerable proof details to the
reader. O

An important property of the type inference system is that typings are preserved
by the substitution of values into variables. We let I'(v/z) be I whenever x ¢ dom(I")
and be AMwv: A whenever I' = A,z : A; T'(0/Z) is defined similarly.

Lemma 8 (Substitution). Suppose I' v : A.
1. (Values) If T,z : ANAFw: B then T M A(v/z) Fuf{v/z}: B
2. (Processes) If I';x : AMMAF P then ' M A(v/x) = P{v/z}.

Proof. The first part is proved by a case analysis, the second part is proved by
induction on length of the inference of the type judgment.
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Values For the first part of the statement, we analyze the rule for typing values.

From (T-Pro) we have that (I';z : AN A)(u) <: B. There are two cases corre-
sponding to (a) v € dom(A(v/x)) or (b) not. In case (b) we easily infer z ¢ dom(A)
and in turn TMA(v/x) = TT1A. There are two sub-cases corresponding to (i) x # u
or (ii) x = u. In sub-case (i) the substitution is vacuous. From the hypothesis
Iz : ANTA F u : B and strengthening we infer ' M A + u : B, as desired. In
sub-case (ii) the type inference has the form I'yz : AMMA F z : B; from (T-Pro) we
deduce A <: B since we showed that in the current case (b) under analysis we have
z ¢ dom(A). From I'(v) <: A we infer I'(v) <: B. From M being a meet operator we
infer (I'MA)(v) <: A. We apply (T-PRo) and infer the desired result, [TMTA - v : B.

Suppose case (a) holds. There are two sub-cases corresponding to (i) u # x or
(ii)) w = z. In sub-case (i) the substitution is vacuous. By applying strengthening
(Prop. 5)) to the hypothesis we infer I' 1 (A \ z) F u : B. Since A(v/z) is equal to
A whenever z ¢ dom(A) and otherwise it is defined as (A \ z)Mv : A(x), we apply
Proposition [0l and infer I' M A(v/x) F w : B. In sub-case (ii) the type inference has
the form Iz : AMAF z: B. From (T-Pro) we infer AN A(z) <: B or A <: B (in
case x € dom(A)). In case ANA(x) <: B we infer that (I'M((A\z)Mv : A(2)))(v) <:
(T'(v) M A(z)); from T'(v) <: A we infer (TN ((A\z)MNv: Ax)))(v) <: B. We
apply (T-Pro) and obtain I' MM A(v/x) - v : B. In the remaining case x ¢ dom(A)
from (I' M A)(v) <: A, A <: B and (T-Pro) we easily obtain the desired result,
'mAFrwv:B.

Processes For the second part of the statement, we analyze the rules for typing
processes. (T-Nil) is trivial. (T-New), (T-Par), (T-Repl) are similar; we show (T-
New), the remaining ones are easier.

(T-New) We have Iz : ATTA F (new n : B)P which in turn is derived from
(I',x : AMA),n: B+ P by assuming n € dom(I", A) (eventually by alpha-renaming
n). From n ¢ dom(I',A) we infer (Iz : ANA),n: B = (I',n: Bx: A)nN
A. By the hypothesis I' - v : A and weakening (Proposition [4) we obtain I',n :
B F v : A (notice v € dom(I') and therefore n # v). By induction we have that
I,n: BN A{(w/z) b P{v/z}. From n ¢ dom(I'; A) we infer I',n : BN A{v/x) =
(M A(v/x)),n: B. We apply (T-New) and infer the desired result, I' 1 A(v/z) I
(new n : B)P{v/x}.

The interesting case is matching.

(T-Match) We have I,z : ATTA F [uy = ug] P; @ since there are types A, Ay such
that

1. T, : ANNAFwup : Ay

2. N : ANMAF uy : Ay
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3. T,z : ANAFQ
4. T,x : ANA'FP

where A’ = ATMwuy @ AjMug @ As (the associativity of meet let I', x : AT A’ be equal
to (o : AMA)Muy @ Ay) Mug @ Ag)). We apply the first part of the proposition
or induction and obtain

(i) TAAw/2) Fu{v/a): A
(ii) T M A{v/z) - up{v/z} : Ay
(iii) TN A(v/z) - Q{v/x}

(iv) TN A (v/a) - P

Let I = ((IMNA(v/x))Nug{v/x} : As)Nugs{v/z} : A;. Notice that I = TMA (v/x).
We apply induction and obtain I'MA’(v/z) F P{v/x}. An application of (T-Match)
give us the desired result, I' 1 A(v/z) b [ui{v/z} = ue{v/x}| P{v/x}; Q{v/x}.

The remaining cases are (T-Out@) and (T-In@).

(T-Out@) We have T,z : AN A F w@@A). From (T-Out@) we know T,z :
ANAtuw:wandViel,...,nwehave I,z : ANMA F w; : A; where W@QA =
w1 @Ay, ... w,QA,. We apply the first part of the Lemma and we deduce that both
N A{(w/z) Fuf{v/z}:wand I'MA(v/z) b w{v/x} : A foralli € 1,...,n. We
apply (T-Out@) and infer T' M A(v/z) - u{v/z} (w{v/z}QA).

(T-In@) We have I',z : AN A F w(§QB).P; we assume z ¢ . From (T-InQ@)
we know Iz : AMAF w:rand (e : ATA) g : B + P. From § fresh to
the domain of I';A and z ¢ § we infer (I',z : ANA),j: B = (D,uy : B,z :
A) M A. We apply the first part of the Lemma or induction and we deduce that
(T,9 : B)nAw/z) + u{v/z} : rand (I,§ : B) N A{v/z) + P{v/z}. From
(T,5: B)MA(/z) = (I'MA(v/z)),7 : B and (T-In@) we obtain the desired result,
' A(w/z) Fuf{v/z}(§QB).P{v/x}. O

The following Corollary generalizes the substitution result for processes.

Corollary 9. Let v = vy,...,v, andfl = Ay,..., A, and assume that for all i €
1,...,n we have ' Fv; - A;. If T2 : AMAF P then T T A(0/%) = P{v/%}.

Proof. By induction on the structure of . Notice that the base coincides with the
second part of Lemma 8. l
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2.2 Dynamically typed structural operational se-
mantics

The dynamics of the calculus is defined by means of a labelled transition system
built around the following actions:

Actions o = 7 | w(®@B) | (¢:C)u(0QB)

The output action (& : C) u(0@QB) carries a type tag along with the output value:
it represents the output of a tuple (possibly including fresh) values vy, ..., v, re-
spectively at the types By, ..., B,; we require each bound name in ¢ to be unique.
Dually, the input action u(ﬂ@B) represents the input of vy,..., v, respectively at
the types Bi,...,B,. Most of the transitions, in Table 2.2, are standard. Rule
(P1-OuTPUT@) says that values are emitted together with the tag syntactically
occurring in the definition of the output process. Scope extrusion is provided by
rule (P1-OPEN). The axiom (PI-INPUT@) says that input processes with bound
variables xy,...,x, tagged respectively with type Bi,..., B, may receive values
vy, ..., U, tagged respectively with type By,..., B,, and when values are received
they are substituted for the place-holders x4, ..., x,. We assume that the arity of v
and T coincide. As anticipated, synchronizing input and output requires a dynamic
type check: in (P1-CoM@), complementary labels synchronize only if they agree on
the type of the values exchanged. The notation B <: B’ is short for the subtyping
judgments on the component types. The (PI-MATCH) rule say that whenever match
succeeds the matching process behaves as the process in the then branch; dually in
the (P1-MISMATCH) rule the matching process behaves as the process in the else
branch whenever match fails. The remaining rules are the standard rules for parallel
composition, replication and new of the pi calculus. For the sake of readability, in
the remainder of the section we use the notation I F @ : A to indicate the judgments
IFwv :Ay,...,IFwv,: A, whenever v = vy,...,v, andzzl:Al,...,An.

The subject reduction theorem below follows routinely thanks to these dynamic
checks. As is often the case its proof heavily relies on a substitution Lemma.

Theorem 10 (Subject Reduction). Suppose I' = P. Then

1. P~ P impliesT + P’

a(9@B) ~
2. P ——— P’ impliesT'"(a) | andT'Mv: B+ P’

(@C)a(v@B) ~ - ~
3. P——— P impliesT™(a) | andT,¢:CF:0:B andT',¢:C+ P

Proof. By induction on the length of the inference P % P'and by a case analysis
of the last rule used. The most interesting cases are input, output, open, com-

munication and matching transitions. In the following we let v = vy,...,v, and
B=B5B,...,B,.
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Table 2.2 Ap1@ Labelled Transition System

(P1-OutrPuT@) (P1-OPEN)
(&:C)a(v@B) , _
P b#a, be fn(v)
_ - a(v@B) (b:B, &C) a(5QB)
a(v@B) ——— 0 (new b: B)P P

(PI-INpUT@)

~ a(9@B)
a(zQB).P ——— P{0/%}
(P1-Com@)

(&C)a(v@B) , a(0@QB’) , = -
P— P Q—>@Q B<B inmQ =0

P|Q — (new &: O)(P'| Q)

(P1-MATCH) (P1-MISMATCH)
PP atb Q — @
la=alP;Q — P' la=0bP;Q — Q'
(P1-PAR) (P1-REPL)
P—=P bn(a)nfa(Q) =0 P—-P
PlQ - P|Q P P'|IP
(P1-RES)

J—— a & n(a)

(new a: A)P —— (new a : A)P’
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(P1-INPUT@) In this case the reduction has the form a(Z@QB).P ﬂ P{v/z}
(note that by the usual convention on binders we have that Z are not in the domain
of T' and are disjunct from ©). From I' - a(2@B).P and (T-InQ) we infer I' - a : r
and I',# : B+ P. Clearly we have ' o : BFv; : B foralliin 1,...,n.. We apply
Proposition 7 and infer (I',Z : B) M : B - P. From & ¢ dom(I') U & we obtain
(I',#:B)N%: B=(I'Mo: B),#: B. An application of Corollary 9l choosing A = ()
let us infer [ M@ : B+ P{0/#}, as required.

~ a(5@B)
(P1-OuT@) In this case the reduction has the form a(0@QB) ——— 0. From

I a(6@B) and (T-Out@) we infer ' - a : w and I'F v; : B; for all i in 1,... . n.
From (T-Nil) we deduce I' - 0 and we conclude.

(b:B,&C)a(v@B)
(P1-OPEN@)  In this case the reduction has the form (new b : B) P P’
with a # b and has been inferred from P M P'. From I' - (new b : B)P
we infer [';b : B + P. By the inductive hypothesis we have I''/b : B F+ a : w and
[,b:Bé:CFu:Bforalliel,...,nand I',b: B,¢ : C + P. Since by
hypothesis a # b we may apply strengthening (Proposition ) to I';b : BF a 1w
and deduce I' - a : w, and we are done.

(P1-Com@) In this case the reduction has the form P | Q — (new ¢ : C)(P'| Q")
(&C)a(tQB) a(5QB')
and has been inferred from P ——— P’ and from ) —— @’ and B; <: B

foralli e 1,...,n with ¢Nm(Q) =0. From I' - P|Q and (T-Par) we infer I' - P
and I' H @. By induction on I' - P we have that I' - a : w and T', ¢ : Ctou: B
forallie1,...,n,and I,é : C' + P. By induction on I F Q we infer I' - a : r
and T Mo : B F Q. Assume (uy © Ay, ...ty @ Ap) = 0 : B\ é: C and let
0:A=u: Al Uy s Ay From T ¢ C'+ v; : B; and the hypothesis of dynamic
typing B; <: B} we obtain I',¢: C'F v; : B! for all i € 1,...,n. From strengthening
we obtain that for all j € 1,...,m holds I' F u; : A; and in turn from (T-Pro)
I'(u;) <: A;. This let us infer T M@ : A =T (see Prop. 2). This result implies that
I'Mo: B =T,é: C. By induction we obtain I',& : C' F @'. We apply (T-Par) to
[,6:CFP andT,¢:CF Q and we obtain I',¢ : C + P’ | Q. An application of
(T-New) give us the desired result, ' (new & : C)(P'| Q).

(P1-MATCH) In this case the reduction has the form [a = a] P; Q %, P’ and has
been inferred from P —— P'. From T l[a = a] P; @ and (T-Match) we know that
there are types A, Bsuchthat 'a: Aand'Fa: Band I'Ma:BMa: AF P.
This let us infer I'(a) <: A and I'(a) <: Band in tun ' Ma: BMNa: B=T. We
apply induction to I' - P and P -+ P’ and infer that
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e if o =7 then I' - P’;
e if @ = a(#@B) then I'"(a) | and T M4 : B+ P';
o if a=(¢:C)a(0@B) then T"(a) | and T,é: C+o: Band I,é: CF P

2.3 Typed behavioural equivalence

The notion of observational equivalence, based on weak bisimulation, is inherited
almost directly from [60]. As usual in typed equivalences [23] 91} 116], we observe
the behavior of processes by means of contexts that have a certain knowledge of the
processes, represented by a set of type assumptions contained in a type environment.
However, following [60], we take the view that the typing information available to
the context may be different (less informative) than the information available to the
system. Thus, while the system processes may perform certain action because they
posses the required (type) capabilities, the same may not be true of the context.
We formalize these intuitions below.

Given two type environments I' and I such that [' <: I, we will often say that I is
compatible with 1.

Definition 1. A type-indexed relation X% is a family of binary relations between
processes (hence closed) indezxed by type environments. We write 1 = PZQ to mean
that (i) P and Q are related by Z at 1 and (i) there exist I' and A compatible with
I such that T'F P and A+ Q. We often write | = PZQ as P %1 Q.

Definition 2 (Contextuality). A type-indexed relation X is contextual whenever
(i) 1E PZQ implies 1,a: AF PZQ
(i1) 1 E PZQ and 1+ R imply 1 E P|RZQ | R

(iii) I,a: AE PZQ implies 1 E (new a : A)P % (new a : A)Q.

We define the barb predicate relative to a type environment as follows. Let = be

the reflexive and transitive closure of —.

Definition 3 (Barbs). Let I be a type environment and let P be a closed process.
We let:

(&C)a(bQB)
1. Plg if and only if P —— ;
2. P, if and only if P — |,.

3. 1E Py if and only if 1(a)" | A Pla;
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4. TE Py, if and only if I(a)" | A Pl,.
We define our notion of observational equivalence.

Definition 4 (Typed behavioral equivalence). Typed behavioral equivalence,

noted =7, is the largest symmetric and contextual type-indexed relation X% such that
I = PZQ implies

(i) if TE P, then 1 F Q{,
(ii) if P —— P’ then Q = Q' and 1 = P'#Q’ for some Q' .

Behavioural equivalence is indeed an equivalence relation; we will prove this result
in Section 2.4l

Example As a simple illustration of the calculus and its behavioral theory we draw
an example inspired from [88]. In that paper the authors argued that some desirable
properties of distributes systems, for instance availability of public resources, can
be guaranteed in the pi calculus only by using types that control the behavior of
processes. The claim is best illustrated by their motivating example:

S = (new s)!d(s) | Is(x).print{x) C =d(z).z(j)

S is a print spooler serving requests from a private channel s that it communicates
to its clients via the public channel d. C' is one such client, that receives s and uses
it to print the job j. While the intention of the specification is clear, one easily sees
that, given the initial configuration S| C, is not guaranteed that the jobs sent by C'
will eventually be received and printed. Formally:

S|C 2 S|print(j) (2.3)

Here = is the observational equivalence of the untyped pi calculus. The in-equation
above is easily proved by exhibiting a context that interferes with the intended
protocol between S and C: for instance the context €|—| = —|d(z).!z(y).0, that
initially behaves as a client, to receive s, but then steals the jobs intended for S.

We show how to recover equation (2.3) in the APIQ calculus. Letting J be the
type of jobs, the two processes S and C' may be defined as follows:

S = (new s : rw)ld(sQw) |!s(z@J).print(x@QJ) C = d(zQw).z(jQJ)

The important thing to note is the type s@Qw chosen by S for the output on d to
make sure that the spooling channel will only be received with output capabilities.
Then we can prove the desired equivalence by assuming that contexts may only read
on d, and have no control on the channel print, namely:

jidyprint: T, d:r = S|C =" S|print(jQl) (2.4)
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As usual [99], proving such equivalences takes some effort and is often not easy, as it
requires induction to capture all the typed contexts. Luckily (but not surprisingly),
the construction from [60] works just as well for our calculus in providing a purely
coinductive characterization for reduction barbed congruence. O]

A fundamental difference between our notion of equivalence and that of [60]
arises as a consequence of the different typing disciplines. In our system, the rule
for typed value exchange guarantees that the context obtains values emitted on
a public channel at the static type occurring in the coercion associated with the
output. Conversely, in [60], the type at which the context acquires the new name
is determined by the type information that the context has on the channel used
for output: that, in turn, presupposes that the context “behaves” in that it will
not try to acquire from the value emitted more than allowed by the read type of
the transmission channel. As a consequence, in [60] reasoning on the access control
policies can hardly be carried out without assuming that the context is well-typed,
with the same type system. In our solution, instead, an appropriate use of coercion
may be put in place to prevent the context from acquiring, upon output by the
system, more information than it was intended to. A corresponding mechanism
can be realized in terms of a low-level construction in the applied pi calculus. We
illustrate how this can be done in Chapter 4.

2.4 A coinductive proof technique

To prove that two processes are typed behavioural equivalent, we need to find a
relation which is symmetric, barb preserving, reduction closed and contextual. Par-
ticularly, the last condition implies the candidate relation to be closed under parallel
composition of processes that are typechecked by the environment. To avoid the dif-
ficulties implicitly arising in such quantification, we provide a characterization of =7
in the terms of a bisimulation equivalence that can be proved coinductively. The
characterization draws on the definition of a set of typed labelled transitions in
which the interaction between a process and its context is mediated by the type
capabilities that the context possesses on the shared names.

Definition 5. A pair I> P is a configuration if and only if there is a closed type
environment I' compatible with 1 such that I' - P.

The typed actions, in Table 2.3, encode transitions over configurations of the

form I> P —— T'> P’ where
a =1 | (b)a(®@B) | (¢: C)a(?QB) .

The types of the bound names in the output action have been dropped as they
are not observable (they are used only for the definition of the untyped reduction
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Table 2.3 Typed Actions

(G-OuTQ)
I'a)| A< B

- a(v@B) ~
I>a(v@QA) — IMv: B0
(G-In@)

Ma)] TFo: A A< A

~ a(v@A")
I>a(2@QA).P —— 1> P{v/z}
(G-OPEN)
(&)a(v@A) , , ~
Lb: TP — TP b#a, be fn(d)

(b, &) a(8@A)
I>(newb: B)P ——— 5 T's P!

(G-WEAK)

(&C)a(5QA) , , B
Lb:BoP —— e P b {a,d)

(b:B, &C) a(vQA)

I P I'> P
(G-MATCH) (G-MISMATCH)

IsP TP atb  IpQ ——Ts(Q
Isfa=aP;Q — TP I6[a=0P;Q —T'cQ
(G-REDUCE) (G-PaR)

PP I>P—"5TeP  bo(a)Nfu(Q) =0
5P ——IpP I>P|Q — TP |Q
(G-REs) (G-REPL)
La:ToP ——T,a: TP adn(e) IbP —~Tp P

> (new a: A)P —— T't (new a : A)P' [P —~ TP |IP
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relation —— ). Conversely input actions now may contain fresh names generated
by the environment at given types and assumed to occur in the input. These tran-
sitions identify actions by the process P that are only possible if they are allowed
by the environment I. Not surprisingly, most of the typed transitions in our system
are derived directly from their companion transitions in the system of [60].

The input and output forms are characteristic of our labelled transition system,
as these reflect the nature of the interactions with the context distinctive of our
calculus. Specifically, the (G-ouT@) rule formalizes the fact that a context willing
to observe an output action performed by a process on a channel readable by the
environment may only do so by guessing a super-type of the actual type used in
the type coercion: that supertype is also the type at which the context acquires the
values emitted. The notation A <: B is short for the subtyping judgments on the
component types. Dually, the (G-IN@Q) rule shows that an input by a process on
a channel writable by the environment may in general only be observed at a lower
type than actually performed by the process. All this is a consequence of the format
of our subtype-based synchronization rule (P1-CoM@) in Table 2.2l

Rule (G-OPEN) depicts the behaviour of a process sending fresh values to the
environment. Note that in the premises b has to be in the domain of the environ-
ment since for I,b: T > P to be a configuration it is required that exists A <: I,b: T
such that A + P, and this requires A - @ : A with b € 9. However, knowing b at top
precludes to the environment any access to the channel. Rule (G-WEAK) says that
the environment can create new values at given types inside input actions. Rule
(G-REDUCE) formalizes the intuition that Table 2.3 depicts interactions among
processes and the environment; in such case the internal reduction of the process is
not visible to the environment. Rules for replication, parallel composition, match-
ing and mismatching are simple extensions of their correspondent untyped forms.
Similarly rule (G-NEW) extends its untyped version; similarly to (G-OPEN), in the
premises the name a bound in P needs to be in the domain of the environment to
let I,a: T > P be a configuration.

Based on the labelled transition system of Table 2.3, we develop a bisimulation

~T

equivalence that can be used as a proof technique for =™, as we will show. The
resulting notion of asynchronous bisimilarity arises as expected [15].

We let =% be the identity whenever a = 7 else ——»2-%.

Definition 6 (Typed labelled bisimilarity). A symmetric type indexed relation
X over processes is an asynchronous bisimulation if whenever 1 = PZQ, one has:

o ifI>P % T'> P and o is (¢)a(0QA) or 7 then 1> Q . I'>Q  with
I b PIRQ

o ifIbP TP andais (¢: C)a(0QA) then

~IvQ=1v>Q with I'}=PZQ or
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~IbQ=10Q with! = P'ZQ"| a(tQA).

Asynchronous labelled bisimilarity, noted =7, is the largest type indexed asynchronous
bisimulation.

Perhaps interestingly, the reader will notice that the types C' and A chosen to match
the input transition are, in both cases, exactly the types occurring in the label of
the transition to be matched.

In proving that two process are behaviorally equivalent, is often convenient to
exhibit a relation that is smaller than the one required by the definition. These so
called up to techniques (see [103]) need to be carefully analyzed to ensure that they
are sound, i.e. we need to prove that the smaller relation induced by the definition
is actually contained in behavioural equivalence.

Definition 7 (Up to technique). A type-indexed relation is an asynchronous
bisimulation up to %y, X (noted up to # whenever %y = X = %) if 1 = P Q
and I P —— T P then 15 Q) answers with the same weak move of the defi-

nition of typed labelled bisimilarity and for the appropriate Q)" we have that I |=
PR S RByQ .

We introduce lemmas that establish a number of useful properties about the
typed actions of Table 2.3/ and connect them with corresponding untyped actions.

Proposition 11. IfIo P —— T P thenINb: Bo P —— T'Nb: Bs P,

Proof. By straightforward rule induction. In rule (G-OUT@) supposing @ = a(0@A)
we exploit the hypothesis I(a)" | and the fact that IMb: B = I, A for type environ-
ments I, A such that I' <: I to infer (IMb: B)"(a) |; the thesis then follows easily.
Similarly in rule (G-INQ) supposing a = a(9@A) we infer (IMb : B)*(a) | and
INb: BF vy Aq, . 10 b: Bt vy, A, that let us infer the desired transition. The
remaining cases follow directly by the induction hypothesis.

]

Lemma 12. Let 1 be a closed type environment and P a closed process.

(&)a(5@B) - - N
1. IfIisP ——— 1" P’ then 1"(a) |, I =1M0 : B and there are types A <: B
- (&C)a(v@A)
and types C' such that P ——  P’.

(@C)a(vQA) ~ ~
Vice versa if P ————— P' and 1"(a) | then for all types B :> A holds
(&)a(5QB) -
I P INo: B P.
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(&C)a(v@A) - -
2. If 1o P ———— I'> P then (a) |, I'=(L,¢:C), ' -9 : A and there
a(t@A")
are types A’ :> A s.t. P —— P,

a(v@A") ~ ~
Vice versa if P ———— P’ and 1(a)" | then for all types A <: A’ such that

o~ (@C)a(QA) o~ y ~
IFv: A holds 1> P L¢c:Cw> P, for some types C.

3. 1oP — TP iff ' =1 and P — P’

Proof. By rule induction. Most cases in both directions follow directly by the in-
duction hypothesis. We first sketch the main cases of the typed semantics direction.

~ a(vQB)
(G-Out@) In this case the transition has the form 1> a(0@QA) ——— 1M :

B0 where A <: B and I'(a) |. By the untyped semantics in Table 2.2 we infer
. a(b@A)
a(t@A) —— 0.

~ a(5QA)
(G-IN@)  In this case the transition has the form I>a(2QA’).P ——— I> P{0/7}
where A <: A" and I+ 9 : A and I%(a) |. By the untyped semantics in Table 2.2 we

~ a(v@A")
infer a(z@QA’).P ——— P{v/%}.

(b:B,&C)a(5QA)
(G-WEAK) In this case the transition has the form Is P ——— I'> P’ that
(&C)a(7@A)
is inferred from L,b : B> P —————— I'> P’ with b not occurring in a,¢. The
inductive hypothesis is that (I,b : B)(a)” |, I' =1,b: B,¢ : C, I' - 0 : A, and
a(6@A") ~ ~
P ——— P’ for types A’ :> A. From a # b, (I,b : B)(a)” | and strengthening
(Proposition [5) we easily infer I(a)" |, and we are done.

G-MATCH) In this case the transition has the form I > [a = a] P; AN (4N -
(

that is inferred from I> P —— > P'. For each «, the inductive hypothesis give
us the desired conditions on the environment typings. It’s left to check the con-
dition for the untyped transitions. Let o’ be the action executed in the untyped
semantics correspondent to « in the statement of the Lemma. The inductive hy-

pothesis is P % . P'. This let us apply rule (Pi-Match) in Table 2.2/ and infer

/

[a=a]P;Q 2, P’, as requested.

We now prove the most interesting cases whether the hypothesis involves the
untyped semantics.
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- a(b@A)
(P-OutpPUT@) In this case the transition has the form a(?@A) ——— 0. Let
B be types such that A <: B. If I(a)" | then for rule (G-OUT@) we have I
a(t@B)
— = 1M%: B0, as desired.

a(50B)
(P-INpUT@)  In this case the transition has the form a(.:l:@B) P ——— P{v/7}.

Let A be types such that A <: B. If I(a)¥ | and I + o : A, for types A <: B, then
by (G-IN@) we infer 1> a(z@QB).P &’ I> P{v/z}. We apply Proposition 11
and we infer I, ¢ : C'> a(z@QB).P ﬂ I,é: C> P{t/&} for types C. We have the
valid hypothesis to apply (G-WEAK@) and obtain 1> a(z@B).P M Lé:

C' > P{t/}, as desired.

(b:B,&:C)a(v@A)
(P1-OPEN) In this case the transition has the form (new b: B)P —— P’
(&C)a(v@A)
and has been inferred from P ———— P’ with b distinct from a and occurring

in ©. By the inductive hypothesis we know that if I(a)" | then for all types B :> A

(&)a(o@B) -
holds I P ———— 1Mo : B P'. We apply Proposition 11 and we infer 1,5 :
(&)a(8QB)
ToP ———— (Lb: T)Mo: B> P'. From b € ¥ it’s easy to see that (I,b: T)Mo :

(b,¢)a(5Q@B)
B =1M4%: B. By rule (G-OPEN) we infer I (new b : B)P ———— 1M : Bo P,

as desired.

(P1-Com@)  In this case the transition has the form P | Q . (new é: C)(P'| Q).
We apply (G-REDUCE) and obtain I> P|Q I (new ¢ : C)(P'| Q).

(P1-RES) Similar to case (P1-OPEN).

The remaining cases are directly obtained by the induction hypothesis.
O

By the definition of type-indexed relation and configuration we directly infer the
following proposition.

Proposition 13. If # is type-indexed relation such that 1 = PZQ, then 1> P and
I[>Q are configurations.

The next lemma ensures that configurations progress to valid configurations.

Lemma 14. 1> P is a configuration and 1> P BN I\ - imply that I'> P’ is a
configuration.
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Proof. Assume I P 2, TUsP andlet T be a type environment compatible with I
such that I' = P. We need to show that there exists IV compatible with I’ such that

[+ P'. The proof is by induction on length of the derivation of I > P TP
Most cases follow directly by the induction hypothesis. We look at the cases (G-IN)
and (G-OPEN).

(G-IN@) In this case the transition has the form IDa(m@A) P & I P{0/z}
where A’ <: A. Moreover, we know I(a)* | and I - & : A’. By the untyped semantics
we know a(m@A) P ﬂ P{9/z}. From I' - P and subject reduction we obtain
I'Mo: Ak P{o/#}. From I(?) <: A’ and A’ <: A and transitivity of <: we infer
I(0) <: A. Since I'(%) <: I(9), these results let us infer TM 3 : A =T, and in turn
' P{0/Z}, as requested.

(b,¢)a(v@QA)
(G-OPEN) In this case, the the transition in question has the form IbP ——— I'>

(&)a (@A)
P’ derived from I,b: T> P ——— I’ P’. By the induction hypothesis we know

that I'> P’ is a configuration which is all we need. m

The next Lemma formalizes the intuition that in a configuration the environment
plays the role of permitting labelled transitions and collecting the type information
on the received capabilities, and that these tasks are fulfilled due to the observation
of labels.

Lemma 15. Let I,J be closed type environments and P,(Q be closed processes.
Assume 1> P —— ' P, IfJo @ SN J'> Q' then also 1> Q =, I'sqQ'.

Proof. Follows directly by Lemma 12, reasoning by cases on the shape of a. O]
Lemma 16. IfI+ P and 1> P -2 1I'> P', then there exists I” such that I =1,1".

Proof. The intuition is that processes that typechecks at I may contribute new names
to the information conveyed by I, whereas they may refine the knowledge about (i.e.
lower the types of any of the) existing names in I. Formally, the proof is by a cases
analysis on the form of a.. If «v is an input or silent action the proof follows directly

by Lemma [12l Instead, when « has the form (¢)a(v@A), by Lemma 12 we know
(@&C)a(v@A’)
that ' =IMo: A, and P ——— P’ for suitable types C' and A’ <: A. Then,

from [ = P, by Subject Reduction, we have I, ¢ : Cro:A andLé:CFP. We

have found the required I” =¢: C. O
@Cra@ad)

Lemma 17. Let I' - P with T' compatible with 1. If P ———— P’ then T',¢: C

is compatible with TN : A,
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Proof. From the transition of the hypothesis and Lemma 12/ we deduce I- P w
IN%:A>P. From '+ P and subject reduction we infer I', ¢ : CFo: A From
the judgement of values we obtain (i) o € dom(T',¢: C) and (ii) (T, é: C) () <: A.
From (i) and ¢ € © we infer dom(I',é : C) = dom(I Mo : f}) From (ii) and the

hypothesis I' compatible with I we infer I';¢ : C <: Mo : A. The two inferences
give us the desired result. O

We define an up to technique which will be useful to ease the proof of soundness
of typed labelled bisimilarity (see Proposition 24). To this aim we introduce the
usual notion of structural congruence of the pi calculus.

Definition 8 (Structural congruence). Structural congruence, noted =, is the
least relation that is closed under a-conversion, preserved by the operators of the
language, and that satisfies the following axioms:

Pl(new a: A)Q = (newa: A)(P|Q) ifad fn(P)

[a=a|P;Q = P
[a=bP;Q = Q if a #b
PlQ = Q|P
P = IP|P
P|l0 = P.

To prove that asynchronous bisimulation up to = is a sound technique we use
the following result stating that = commutes with the typed dynamics of Table 2.2]
in the following sense.

Proposition 18. If P = Q and I>P 2 U P then there is Q' s.t. InQ 2, I'>@Q’
and P' = Q.

Proof. Let 1> P TP We proceed by case analysis on «a and for each « by
using the left to right direction of Lemma 12! we find an appropriate untyped action
o' such that P —— P'. We then show that P = @ and P L p implies that

there is Q' s.t. Q 2, Q' and P’ = @'. The proof of this result is similar to the
demonstrations available in the literature (cf. [104]), and proceeds by induction on
the number of applications of the rewriting rules of Definition 8. Finally for each
untyped action o/ we apply the right to left direction of Lemma 12| to @ RN Q'
and we infer I> Q) B (N @', as needed.

Proposition 19. If % is an an asynchronous bisimulation up to = then Z CX7.

Proof. The proof consists in showing with a chasing-diagram argument that = % =
is an asynchronous bisimulation. We use the convention to indicate existential rela-
tions with dotted lines; we let — represent —=- . We first sketch the case whether
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« is an output action.

= XZ =
I-FP — IoP — IQ" — 1@
a ag «Q «Q

= v R v = v
I/[>P1 ................ IIDPl* ...... I/DQT .......... I’[>Q1

The first inference on the left is obtained from Proposition18. Now from I = P*ZQ*
and > P* == I' > P} it’s easy to see that whenever « is an output action there is
Qrst. I Q* == 1'>Q; and I = P;%Q%. Similarly one proves that Proposition
18 still holds whenever the strong move of the hypothesis is substituted with a weak
move. This let us conclude that there is Q' s.t. I>Q == I' > Q; with Q; = Q1.

We now draw the case whether « is an input action and I-Q* answers with a silent
action; the case whether the configuration matches the move with the same input
move is analogous to the previous output case. To ease the notation we indicate
with @ the asynchronous output derived from the input action « in the definition of
asynchronous bisimilarity.

= 87 =
I»P — IvP* Q" — IvQ@Q
(8% (0%
I/>P1 ................ I’Dpl* ...... I/DQ>{|@ IDQT .......... I[>Q1

From I E P*#Q* and I>P* == I'>P; we have that there is Q7 s.t. IbQ* = I>Q}
and I' = PfZQ); |a. As in the previous case from Q* = @) we infer that there is @
st. I @Q == I @ and Q] = @1, as needed.

The case a« = 7 is trivial and we omit it.

Soundness of typed labelled bisimilarity

We prove a series of lemmas and propositions that imply that ~] is contained in

o~

Proposition 20. =7 is (i) reduction closed and (ii) barb preserving.

Proof. Let I |= P =T Q. To see (i), let I> P L TsP. By definition of =7 there
isQ st IpQ = Tp>Q and [ E P' &7 @)', that is &7 is reduction closed. To see
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(ii), from the definition of I = P |, we obtain that I may read a, that is I(a)" |,and
(&C)a(t@A)
there is P’ and types A, C' such that P ————— P’. We apply Lemma 12 and

(©)a(s@A)
we deduce that there is I’ such that I P ————— I'> P’ . Thus there is @’ s.t.

Io Q (&)a(v@A) I's Q/ with T/ ’7 P T Q/ Since I( ) l, this 1mphes I |: Q‘U/a- ]

In the the rest of this section we focus on the proof that ~7 is contextual.

Lemma 21 (Subtype closure). Assumel = P~} Q. If I <:1' thenl' = P =7 Q.

Proof. Let J be a type environment: define #Z to be the type-indexed relation such
that J = PZQ whenever I <: J and I = P =] Q.

Assume J> P -% J' > P'. An inspection of the typed transitions shows that for
I <:Jwehave Ib P % I's P/ with I’ <: J'. If a is a silent or output transition,

by the hypothesis I = P ~7  we know that [>Q = I'>Q" and I' = P’ &7 ('.
By Lemma [I5 we know that J> @Q == J > @' by this we can conclude because
I' = P =7 Q implies J' = P'ZQ)'.

The case when « is an input transition is proved in the same way. Il

The next lemma proves that labelled bisimilarity respects the first clause of
contextuality (Definition [2)).

Proposition 22 (Weakening closure). Assume | = P =7 Q. If 1,I' is an
environment then 1,I' = P =7 Q.

Proof. The proof follows by co-induction. We need the following simple properties
of typed actions . Assume I> P is a configuration. Then, for every I’ such that that
LI'>P % Jo P, with a a silent or output transition it must be the case that
fn(a) € dom(I). From this we have:

(¢)a(v@A)

(©)a(0@A)
(i) fIbP ———— INv : A>P' then [, I'n P ——— Jo P/ with J = (INo : A), T’

(&)a(5@A)
(ii) Conversely, if I > P is a configuration, and I,I' > P ————— J > P’, then
(@)a(p@A)
J=(Inv:A),'and IbP —— INv: Ap P’

Notice (i) specializes Proposition 11l for the case of output actions and environment
I’ such that the domains of I,1" do not intersect.

Let I’ be a type environment: define # to be the type-indexed relation such
that I,1' | PZQ) whenever I,1' is a legal type environment and I,1' = P &7 @ or
IEP=TQ.

We show that Z is an asynchronous bisimulation: from this the result follows directly
as Z being a bisimulation implies that, pointwise, it is contained in ~7.
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Assume I,I' = PZQ and I,I'> P — J© P’ we must find Q' such that I,1'>Q :a>
Jr@Q and J | PZQ'. If LI = PZQ because I,L1' = P ~7 @ the claim follows
trivially. We examine the case when I |= P &7 (), reasoning by cases on the shape
of a.

(= (¢)a(v@QA)) From I = P =7 @) we know that > P is a configuration. From (ii)
above, we know that J = (IM®o: A),I" and also that

(&)a(3@A) 3 /
IbP——1Inov: Ax P'.

From I = P =7 @, we find @ such that

IDQMIH&:ADQ’

and IMo: Al P =7 Q. From (i) we know that

LU Q244 5y

and we are done because [T v : A = P’ =7 ()’ implies that J = P'Z(Q)’.

(a = 7) In this case the hypothesis is ,I'> P —— I,I'> P’. By Lemma 12/ (in the
‘only if” direction) we know that P —— P’ and from this, again by Lemma 12/ (in
the ‘if” direction) we have I> P —— I P. Because I = P ~™ Q, we find @’ such
that I Q = I Q@ and I = P’ =7 @)'. By two further applications of Lemma
12l we obtain I,I'>@Q = [,1' > @', by which we conclude as I | P’ =7 @' implies
LT = PZQ) as desired.

(a = (¢ : C)a(8@A)). From LI > P % J P, by (G-WEAK), we obtain I >

Lt ~
P —— J>P'. By Lemmall2, we know that J) =J =LTI' ¢:C. FromI | P =7 Q
M

we find @' such that either (a) I Q —— J> Q and J E P =7 @', or (b)
IbQ = IrQ' with J = P/ &7 (Q'|a(0@A)). In case (a), an inspection of the typed
transitions shows that I,1'>Q L Je Q': we can conclude because J = P’ =7 ()’
implies J = P'ZQ)’ as desired. We can conclude case (b) as well because we have
found @’ such that LT, ¢: CvQ = J> Q' with J = P'Z(Q' | a(0QA))

[

Next we tackle closure of bisimilarity under new.

Proposition 23. Ifl,a: A= P =7 Q then I |= (new a: A)P =] (new a : A)Q.

a

Proof. 1t is simpler to show that I,a : T | P &7 @ implies [ = (new a : A)P =T
(new a : A)Q. From this, the desired result follows by Lemma 21las I,a : A E P =7
Q implies [,a: T = P &7 Q.

Let Z be the type indexed relation such that I | PZQ whenever (i) I = P =7 Q or
(77) P and @ have the form (new a : A)P" and (newa : A)Q" andLa: T = P' =7 Q.
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That Z is a type indexed relation follows from these facts. Let I' =17, a : A. From
I' - P and (T-NEW) we have IV F (new a : A)P’. From I' <: I,a : T we obtain
I <: 1. The same reasoning holds for (new a : A)Q’ and hence the claim.

We show that Z is a type indexed bisimulation: specifically, we show that every
transition from I> P can be matched by I > Q.Case (i) is trivial; we consider (ii).

Assume L,a : T = P ~" Q and I> (new a : A)P - I'> P'. We reason by rule
induction, by cases on the last rule in the derivation.

(a)a
(G-OPEN) Then the transition in question has the form I>(new a : A)P —— I'>

P’ and is derived from I,a : TP — I'> P'. By the hypothesisI,a: T &= P ~T Q,
we know that there exists Q' such that ,a: ToQ = I'c Q' and I' | P/ =7 Q.

(a)ox

From the last transition, by (G-OPEN), we have I>(new a : A)Q)Q —= I'>Q’. This
is enough to to conclude because I' = P’ &7 @)’ implies, by definition, I' = P'ZQ)’.

(G-RES) Then the transition in question has the form I> (new a : A)P T
(new a : A)P" with a & n(a), and is derived from [,a: T>P <> T a: TP’ From
the hypothesis that [,a : T | P &7 @Q, it follows that there exists Q" such that I, a :
ToQ=T,a: T>Q and with [,a: T | P’ =7 Q'. Thus, by applying (G-RES)
together with the hypothesis a & n(a) , we infer I (new a : A)Q == 1'> (new a :
A)Q'. By definition La : T = P’ =7 @' implies I = (new a : A)P'Z(new a : A)Q’,

and we are done.

(G-REDUCE) Then the transition in question is I>(new a :)P —— I'>(new a : A) P/,
derived from (new a : A)P — (new a : A)P’, which in turn derives from P —— P’.
We show that there exists Q) such that I> (new a : A)QQ = I'> (new a : A)Q’ and
La:TEP ~TQ. From P> P’ by Lemma 12, we know that [,a: T > P ——
La: TP Since [,a: T | P &7 Q there exists @' such that a: T Q = 1,a:
T and La: T E P &7 Q. We have found the desired @’ because from the
last weak transition, we easily see that I> (new a : A)Q = 1> (new a : A)Q’ (by
repeated applications of (G-REDUCE) followed by (G-RES) followed by repeated
applications of (G-REDUCE)).

(G-WEAK) Then the transition in question has the form In(new a : A)P O I's P,

and is derived from I,b: D> (new a : A)P 51> P'. From La: T = P &7 Q, by
Proposition 22/ we know that 1,6 : D,a: T = P &7 (). By the induction hypothesis,
we find a weak transition I,b : D> (new a : A)Q == 1I'> Q' (or else the weak
transition corresponding to case (b) in the definition of asynchronous bisimulation),

with I' = P' =7 (), and hence I' = P’ZQ)'. 1t is not difficult to see that from the

last transition we obtain I> (new a : A)Q LS S Q)’, as desired. O
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The most difficult case is the closure of labelled bisimilarity under parallel com-
position.

Proposition 24. If I P~T Q and I+ R then 1 |= (P|R) =T (Q| R).

Proof. To ease the notation, we write (new A)P whenever A has the form @ : A
with @ names; we write |A| for the names a. With this understanding, let % be the
type-indexed relation defined as follows:

[ = (new A)(P|R)Z(new A)(Q| R) iff dom(A) = dom(A’) and there
exists J such that:

e IMNJEPATQandINJFR

e there exist I' and I such that I', A and I, A’ are compatible with
IMJ, and one has ', A+ P and IV, A"+ Q

We show that & is an asynchronous bisimulation up to =. By Proposition 19 we
obtain that Z is contained in ~7. Then, since | = (P | R)Z(Q | R), the proposition
follows by coinduction. To see that I = (P|R)Z(Q|R), let A = A’ = &. Then,
choosing J = @ we have I = P =7 () and I - R by our hypothesis. That there exist
[', T as required follows by the fact that I = P ~T @ implies that I> P and 1> Q
are configurations.
First we observe that I = (new b : B,A)(P|R)Z(new b : B', A')(Q| R) implies
Lb: T E (new A)(P|R)Z(new A')(Q|R). To see that, assume I = (new b :
B,A)(P|R)Z(new b: B, A")(Q| R) and let J be the environment such that I11J =
~r () and IMJ F R. In addition we know that there exists I' and I” such
that I''b : BAF P, IVb: BOAF Qand I'b : B,A and I'",b : B, A’ are
compatible with I J. But then b € dom(I M J), from which we easily see that
Lb: TrJ=1mMJ. Thus we have found J that satisfies both the conditions required
tosay I,b: T = (new A)(P|R)Z(new A')(Q | R).

Now assume I = (new A)(P| R)%(new A')(Q | R) and I (new A)(P|R) —— T'>S:
we proceed by rule induction to find a matching transition for I > (new A")(Q | R).
The reasoning is by cases on the last rule applied in the derivation.

(G-OPEN) Our hypothesis is I = (new b : B,A)(P|R)Z(new b : B',A")(Q | R),
and the transition is I > (new b : B, A)(P|R) O S, derived from I,b : T >
(new A)(P|R) - I'> S. By the property we just showed, we know that 1,b :
T E (new A)(P|R)Z(new A')(Q|R). Thus, by the induction hypothesis we find
a matching transition 1,6 : T > (new A)(Q'|R) == I'> S’ with I |5 SZS’ (notice
that only this case applies because G-OPEN moves involve output actions). From
the last weak transition we have > (new b : B', A)(Q | R) O 15 S as desired, by
(G-OPEN).
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(G-WEAK) The proof is similar to the case (G-OPEN).

(G-REs) Assume I |= (new a: A, A)(P|R)Z(new a : A', A")(Q| R), and consider
the transition I (new a : A, A)(P|R) — I'> (new a : A)S, derived from I,a :
To (new A)(P|R) = T';a: T>S. As in the previous case, we know that I,a :
T = (new A)(P|R)Z(new A')(Q| R). Thus, by the induction hypothesis we find
the desired matching transition, namely: either I,a: T > (new A')(Q|R) == T',a :
TS with I'Ja : T | SZS’, when « is a silent or output action, or I,a : T >
(new AYQ|R) = La: TS with I'a : T = S%(S'|b(3@B)), when « is an
input action.

In the first case we find the transition I>(new a : A, A')(Q | R) = I'>(new a : A")S’,
in the second the transition I' > (new a : A, A")(Q|R) = I',>(new a : A")S’. To
conclude, we need to show I’ = (new a : A)SZ(new a : A')S" and I = (new a :
A)SZ(b(DQB) | (new a : A')S"). The first relation follows from I',a : T = SZS’, by
applying the definition of the relation &Z. The second relation follows similarly.

(G-PAR) Our hypothesis is [ = (P|R)Z(Q | R), and we have two sub-cases de-
pending on whether the move comes from P or from R.

If P moves, then the transition is I> (P | R) - I'> (P’ | R), derived from 1> P -
I'> P'. From our hypothesis we know that I | P &7 ). Then, if « is a silent or
output action, we find Q" such that I>Q = I'>Q" and I' = P’ &7 @', and from
the last weak transition we have I>Q|R == I'> Q' | R. We can conclude because
from I' = P' =7 @' and from I+ R we have I' = (P'| R)Z(Q’ | R) by definition. If
a = (A)a(v@QA) we either reason as before, or find @’ such that I, Ar@Q — 1'>Q’
andI' = P’ =7 (Q' | a(v@A)). From the last weak transition, we have I, AbQ | R =
I'>Q' | R. We can conclude because from I' = P’ =7 (Q'|a(0@QA)) and I - R we
have I' = (P'|R)Z = (Q' | R| a(0@A)) by definition, as desired.

If R moves, then the transition is [> (P | R) SN Ny & | R, derived from I> R -
I'> R'. From our hypothesis, we know that I | P =7 ). By Lemma [10, we know
that I' = 1,17, for a suitable I”. Thus, by Proposition 22, we have I' E P =7 Q.
Now we can proceed as in the previous case.

(G-REDUCE) In this case, the transition has the form I>(new A)(P | R) - IS,
derived from (new A)(P|R) — S. An inspection of the labelled transitions shows
that the last transition has, in fact, the form (new A)(P|R) —— (new A)T, derived
from P|R —— T. This transition may be the result of of P or R making an
autonomous silent transition: these two cases are similar to the two sub-cases we
just worked out above. In particular, if P —— P’, then T' = P’| R. Furthermore,
from P — P’ by Lemma 12, we know that Ir1J>P —— IMJ>P’. Then a matching
transition can be found by observing that INJ = P &7 @ implies IMJ>Q = INJ>Q’
and IMJ = P’ =7 . Then, again by Lemma [12, we also have Q = @’, and we
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can construct the weak transition I> (new A)(Q | R) = I> (new A)(P’| R) which
proves this case. The case when R moves is similar.

We have two further sub-cases, that arise when the transition is the result of the
interaction between the two processes.

i _ (Ap)a(5@B) ~ a(3@B’)
1. P|R — (new Ap)(P'| R') because (i) P ————— P, (ii)) R ——— R
and B <: B’
- ) a(5@B’) B (AR)a(t@B)
2. P|R — (new Ag)(P'| R') because (i) P ——— P, (ii)) R ——— R’
and B <: B’

In case (1) the tramsition in our hypothesis is I > (new A)(P|R) —— Ib
(new A Ap)(P'|R'), and we need to find a matching transition from I >
(new A")(Q | R). From (ii), and I J = R, by Subject Reduction, IMJMNo: B'+ R'.
(|Ap|a(B@B) .
From (i), by Lemma 12, we infer I J> P — . INJN®: B P. From the
hypothesis T J = P ~7 Q, we have 111 J 5 Q ~=22CE% 1515 : Bo Q' with
INJNo:BEP Q. FromINJNo: B F R, by weakening INJMov: BF R
Furthermore, from the last weak transition, by Lemma 12 we know that there exists

A <: B and Ag such that @ (Bo)o(@od) @'. From this, from B <: B’, from transi-
tivity of <:, and from (4¢) we find the weak transition ) | R = (new Ag)(Q' | R'),
and from this the typed transition I> (new A")(Q|R) = I> (new A, Ag)(Q' | R').
Having proved that IMJMNo: BE P ~7 Q" and INJMNo: B F R, it remains to
show that I'; A, Ap and I', A, A are compatible with IMJMo : B. This follows by
Lemma (17, from the hypothesis that I, A and I", A’ are compatible with 117 J.

In case (2) the transition in our hypothesis is I > (new A)(P|R) —— Ib
(new A,Ag)(P'|R'), and we need to find a matching transition from I >
(new A)(Q|R). From (ii), and IMJ F R, by Subject Reduction, IMJ,Ar F R/,

and IMJ,Ar v : B. Since B <: B’, this implies IM J, Az - v : B’. From this and
(AR)a(3@B')
from (i), by Lemma [12, TN J> P R ¥ J,Ar > P'. From the hypothesis

INJE P ~TQ, we have:

AR)(Z(”E@B/

(2) INJ>Q = L INJ, A @, with INJ,Ap = P &7 @', or

(b)) INJ,ArpQ = 1IMJ, Agrp @, with INJ,Ap = P' =7 (Q'| a(6@B")), for all
B" <: B'such that INJ,Agr E=v: B".

In case (a) we find the desired matching transition (a) reasoning as in case (1) above.

We examine case (b). From the weak transition IMJ, Agr>Q = 1M J, Agr>Q’, by
(AR)a(t@B)
Lemma [12, we obtain () = @’. Now, an analysis of transition R Ny -

shows that R = (new AR)(R'|0~L<1~J@B>). From this and ) = @', we obtain
QIR == (new Ag)(Q'|a(v@B)|R') from which we may construct the typed
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action I (new A)(Q|R) = I (new A, Ap)(Q'|a(0@B)| R'). Now we observe
that IMJ F R implies INJ,Ag - R and IMJ,Ag - 0 : B. Hence IMJ,Ag =
P' =7 (Q'| a(#@B)) and it only remains to be proved that I' A, Ap and I', A’, Ag
are compatible with 1M J, Ag. But this follows directly by the hypothesis that I', A
and I", A’ are compatible with 1M J.

O

Remark The hypothesis that I = R is crucial for the proof. Furthermore, we
observe that some of the standard properties that hold for asynchronous bisimilarity,
do not hold for its type indexed counterpart. In particular, I = P ~7 @ does not
imply I = P|P =7 Q| Q. To see that, consider the following counter-example:

P=n().n().m()|n), Q@=n()n)|n(), I=n:T,m:r

That I = P =7 @ follows by observing that the only available action for P and @) is
the internal synchronization on n: in particular, the environment may not observe
any action on n because it does not have capabilities on n. On the other hand,

[ PP ~7 Q|Q as in this case there exists a transition I > P | P 2 Tp P that
cannot be matched by 1> Q | Q.

Reasoning in the same way, we also see that [ = P ~7 () does not imply I & P ~7
Q.

We have thus proved all that is needed to show the desired soundness result.

Theorem 25 (Soundness). The relation =7 is barb preserving, reduction closed
and contextual, hence contained in =".

Proof. Apply Propositions 20, 22, 23/ and 24. Il

Finally we prove that =] is an equivalence relation. This and the soundness and
completeness results guarantee that =™ is an equivalence relation.

Y

™ 1s an equivalence relation.

Proposition 26. ~

Proof. The reflexivity of ~7 follows trivially by verifying that Id is a bisimulation.
Since =7 is symmetric by definition, it remains to prove transitivity. We prove by
chasing-diagrams arguments that ~7~7 is indeed a bisimulation. We first need the
following result: if I = P~ Q and 1> P == I' > P’ then there is Q' such that (i)
I>Q =Tp>Q withl' =P ~"Q or (i) IpQ = I>Q withI' = P/ =" Q' |&@
where « is an input action and @ is its output co-action. The proof of this result
proceeds by straightforward induction on the number of 7 reductions.
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Let IpP ~] IR =7 I>Q. From I = P =7 Rand I = R =7 () we infer that
there are I' and I” such that I' <: LI <: T and I' = P, IV + Q. Next suppose

I>P — I P. When a is an output action or 7 we have the following diagram:

~T ~T
~ ~
a [¢]

I>P I>R I>Q
o G G
| N 2. I's R oo I'sQ

From I' = PP =7 R and I = R’ =] @' we infer that there are A and A’ that
respectively define P" and Q" w.r.t. T’
Now let o be an input action. We have:

o P a bR o 15Q
a
I's P . e 'p R|@ IR e 1pQ

To conclude we need to show that I’ = P’ ~7~7 Q' |@, that is we have to prove
that I' = R'|a =7 Q' |@. Let a = (¢ : O)a(?@QA); thus @ = a(9@QA). By Lemma
12 we know that I' = I,é : ¢ and I(a)* | and I,é : C'+ 9@QA. From these results
it’ easy to infer that I' - @. We apply Proposition 22/ to I R’ =T @)’ obtaining
I' E R =7 Q. Then by Proposition 24! we obtain I' = R'|@ =T Q' |@, as needed.
By subject reduction we infer that there are A, A’ such that A <: I'; A’ <: I" and
A F P and A’ F Q' |@; this together with the previous results implies that ~7T~7
is a type-indexed relation.

By repeating the same proof for the hypothesis 1> Q) AR (1N (' one obtains the
symmetry of =<7~ and in turn that ~]~7 is an asynchronous bisimulation.

O

Completeness

We conclude this part by showing that bisimulation coincides with behavioral equiv-
alence. As in [60] the completeness result relies on that the observations of processes
we make in typed actions in Table 2.3 are contextually valid. The behaviour of the
environment that interacts with processes through typed actions and learn capabil-
ities from or send (possibly fresh) capabilities to them, can be actually represented
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through well-typed contexts. We formalize these intuitions by associating each typed
input and output action to a typed context that mimics the behaviour of the envi-
ronment in the typed transition. The results we gain say that labelled transitions
induce reductions in their correspective label contexts and vice versa.

We will use the following abbreviations. Let I = a : T. We write n(I) for the
process n(a@QT); we indicate with (I) the types T" and with ay the values a. We let
Lafter (¢)a(b@B) be IMbQB, Lafter (¢ : C)a(b: B) be (I,¢: C') and Iafter 7 be L.

Proposition 27. IfIs P —— ' P/, then I' = L after a.

Proof. By induction on the length of the inference I> P %, I's P’ and case analysis
on the last rule used. O]

Proposition 28 (Contextuality of labels). For each label o« # T and environment
I, there exists a process CL and a name e fresh to 1 such that I,e : rw = CL and for
all P for which 1> P is a configuration one has:

1. IfIoP —— TP, then CL| P == (new A) P’ |e(l') where dom(A) = bn(a)

2. Conversely, let CL| P == (new A) P'|e(6QT), for A such that dom(A) =
bn(a) and e € dom(A). Then

o if ais (&) a(bQB) or 7, then I> P =2 (Iaftera) > P’

o ifais (¢: C)a(bQB) then 1> P == (Iaftera)> P’ or P' = P"|a(bQB)
where P — P”.

Proof. First note, for future reference, that the hypotheses that I> P is a configura-
tion and e is fresh to I imply that e ¢ fn(P). Then, we define the testing processes
C! as follows:
1 _ ~aR) Ol
O(Ia)a<13@é> = “("E@?)Q(a)z} o o
C(a;é) GaB) = (new ¢: C) (a(b@B) | e{I,¢: C))

The process Q%a)é is defined as follows. Let b = by, ..., b,, and let j,k be the sub-

indexes of 1,...,n such that for each j € 5 and for each k € k we have respectively
that b; is free and by, is bound in (¢)a(b@B). Then Q%a)z} is so defined as to ensure that
Q{ag{[}/f} — e(IMb: B) iff Vj € j.(x; = b;) AVk € k.(z; & dom(I))A the name
equalities of fresh names are respected. For instance the definition for the tuple
(c)(b,c,c) a.nd = T1, Lo, T3 5 Qle)(bec % .[xl =b] ([x2 € 1] ([z3 = zole(IM T : B))).
Here z € 1 is coded by using nested conditionals to check that x is not equal to the
names in [.
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Proof of (1.) First consider the case when a is (¢ : C') a(b@B). From the hypoth-

a(baD)
esis IbP —— T >P', by Lemma 12, we know that P ——— P’ for types D such that

B <: D. By Prop. 27 we know I' = 1,& : C'. Then, by the (PI- Com@) rule in Table
2.2, under the condition ¢N fn(P) = 0, we obtain CL | P — (new ¢ : C) (P']e(l')),
as desired.

Now take a = (¢) a(b@B). From the hypothesis 1> P — ., I’ P, again by Lemma
(&C)a(baD)

12, we know that P ——————— P’ for types D <: B and C, and by Prop. 27 we

know I' = IMb : B. From this, by (P1-CoM@) rule, we derive C, | P - (new ¢ :

C;) CSIP’ | Q1{b/x}) and the claim follows by the properties ensured by the definition
of Q;.

Proof of (2.) First consider the case when « is (¢)a(b@B). Since e is fresh to P,

the transition C | P == (new A) P’ | e(3@T) in the hypothesis must have involved

both P and the process CL. In particular, the transition must have been derived

from: Go
p E9eED) b and ct—5 a Qb{b/x} — e(v@T)

with D <: B and A = (¢ : C) and 9QT = IMb : B. From Prop. 27 we infer

IMb: B = Iaftera. From the left transition above, and the fact that D <: B, we
derive I> P % (Iafter ) > P’ directly by Lemma [12.
Now take the case when o is (¢ : C')a (b@B) Here, from the structure of CY, and the
hypothesis CL | P == (new A) P’|e(3@QT), we have two possible sub-cases:
a(b@D) , o @ C)a(b@B) . - ~ = .
e cither P —=——= P', C! ———— ¢(4QT), with B <: D and QT = 1. :
C,

e or P’ = P"|a(b@B) with P — P”,

In the second sub-case we are done. In the first, the hypothesis that I,e : rw = C}
and rules (T-NEW) and (T-OUT@) of Table 2.1 imply that I,é¢ : C - b : B and
I(a) |. By Prop. 27 we infer IM¢ : C = Lafter a. Hence, by Lemma 12, we conclude
[> P = (Iaftera) > P’ as desired.

O

To adequately use the information on exported names carried on the fresh chan-
nel e, we need an intermediate result. The following proposition says that the
capabilities exported through the Its can be actually collected by the environment.

Proposition 29. Let A,¢: C and A, ¢ : C' be compatible with I, let A,¢: C + P
and N',¢: C'+ Q, and let e be a name fresh to P and Q. Then

Le:mw k= (new é: C) Ple(l') =™ (new & : C") Q|e{l') for any environment 1
implies I = P =™ Q).
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Proof. The proof proceeds by co-induction. Let % be the type-indexed relation
defined as follows.

I' = PZ(Q) whenever
e A,¢:C and A,¢: C' are compatible with T’

e there is [ and e : rw fresh to P, @ s.t. )
Le:rwl= (new ¢: C)(P|e(l')) =™ (new ¢: C)(Q|e(l'))

We prove that Z is is a typed behavioural equivalence, hence Z is included in =™,

Barb preservation To see that # preserve barbs, suppose I’ = P |,. We choose
a process R as testing context to receive the environment I’ from e and subsequently
unblock the barb P |, by executing an input on a; a fresh channel is used to signal
the success of the operation. To ease the notation, we write a().P to indicate the
process a(ZQT).P whenever the bound variables  do not occur in P and the arity
of T is clear from the context.

Take ¢ : rw fresh to I,e : rw and consider the process R = e(ZQ(I')).x,().€/()
where z, is the component of Z that will become bound to a whenever R will receive
the capabilities vy @Q(T').

From the contextuality o , particularly from the weakening clause, we infer
Le:rw,e :rw = (new é: C)(P|e{)) = (new ¢ : C")(Q|e(I'). Next, we use the
closure under parallel composition clause to compose both sides with R.

To see that e : rw, e’ : rw - R, note that from I’ = P |, we obtain I’ - a : r. From
I'(a) <:rweinfer I')e : rw, e’ :rw, & : (I') F 24().€/() since I'(x,)" |; then the thesis
easily follows.

We obtain

f o

Le:rw e :rw = (new é: C)(P|e(I')) | R=" (new & : C)(Q|e(I)) | R .
From the untyped semantics (rule (P1@-CoMm) in Tab. 2.2) we obtain
e{l) | R —— a().¢'{
From P |, and (P1-CoM@) and the previous result we deduce
Plel’) | R =le
From Lemma [12/ we easily infer
Le:rw,e :rw = (new é: C)(P|e(l')) | Rl .
Since =™ preserve barbs, it needs to be

Le:rw, e :rw = (new é: C) Q| el') | Rl .



2.4. A coinductive proof technique 45

Since €’ is fresh to @, the barb ¢’ come from R. To unblock this barb, it’s needed to
unblock the channel a. Since €’ is fresh to @, the only possibility for ) to unblock
R is that Ql},. This and I(a)" | let us conclude I = @ {,.

Reduction closure of Z is trivial. We concentrate on contextuality, namely clo-
sure under parallel composition and new. Weakening is straightforward.

Closure under parallel composition Suppose I' = PZ(Q and I' = R. We need
to show that I' = P | RZQ | R.

By hypothesis I,e : rw = (new & : C)(P|e{I’)) = (new ¢ : C")(Q]e(T’)). We
choose €' : rw fresh to P and @ and R (we also assume that e is fresh to R) and
we define R = e(zQ(I")).(R| e (vp@Q(I")))[Z/vr]. Since the free names occurring in
e(zQ(T')).(R| ' (vr@(I"))) are e, e’ and vy (this follows from I’ = R) we easily obtain
e:rw,e :rwhk R.

We exploit contextuality of =™ (namely closure under weakening, new names
and parallel composition) and obtain

Le :rwh (new é:Cre:rw)(P|e(I')|R) =" (new é: C' e w)(Q|e(l') | R) .
Since e is fresh to P it’s easy to check that
Le :rwl= (newé:Coe:rw)(P|e(l')| R) =" (new ¢ : C)(P|e(I') | R)

Note indeed that the term on the left side reach in one reduction the term on the
right, and that the reduction is non-blockable as P cannot interact with R'.
Similarly from e fresh to @ we have

Le :rwk (new ¢: C,e: w)(Q | e{l') | R') =™ (new ¢ : é)(@ | (') | R)
These equalities let us infer
Le :rwl (newé: C)(P|e(I')|R) =" (new &: C)(Q|€(I')|R) .

Since €’ : rw is fresh to P, @), and by hypothesis on I, this let us infer I = P | RZQ | R,
as desired.

Closure under new LetI'=J a: A and I' = PZQ, and let (A,é: C)(a) = B
and (A,¢: C")(a) = C. We need to show that J |= (new a : B)PZ(new a : C)Q.

Let ' = A, ¢ : é\a :Band IV = A’ ¢ : C’\a : C. From the hypotheses
A¢:CFPand A,é:C'FQ and with A,é: C, A, ¢: C' compatible with ' we
infer

't (newa:B)P and I'F (newa:(C)Q

From the compatibility hypotheses we easily obtain that I" and I are compatible
with J.
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Next, consider the hypothesis Le : rw = (new & : C)(P|e{I')) =™ (new ¢é :
C")(Q | e(I')). There are two cases corresponding to (i) a € ¢and (i) a € dom(I); this
follows from a € dom(I') and that =7 is a type indexed relation. In case (i) we easily
infer J = (new a : B)PZ(new a : C)Q as '+ (new a : B)P and " - (new a : C)Q
and I', IV compatible with J. In case (ii) we use contextuality of =" to infer

(I\a),e:rwl= (new é: C,a: B)(P|e{l') = (new &: C",a: C)(Q|e(l)) .

Again from I' - (new a : B)P and I' - (new a : €)@ and I', I compatible with J we
obtain J |= (new a : B)PZ(new a : C)Q, as desired.
]

Based on the contextuality of labels (Proposition [28) and on the previous Propo-
sition we show that ~7 provides a characterization of typed behavioural equivalence.

Theorem 30 (Completeness). IfI1 = P =" Q, thenl = P~ Q.
Proof. Let Z be the type-indexed relation defined as follows:
[ = PZQ whenever I = P =" Q)

We prove that # is an asynchronous bisimulation up to =. Let I E PZQ and
suppose 1> P TP

If a is an output or 7 transition, we must find @’ such that I>Q == I'> Q' and
[P =7qQ.

The case when o = 7 is easy. From I> P — I'> P’ and Lemma 12/ we know that
P — P and I’ = 1. Moreover from this transition, since I | P ™ Q we find Q’

such that @) = ', hence by Lemma [12/ we have I>Q = I> @', and [ = P' = @/,
as desired.

Let then oo = (¢)a(b@B), and take e fresh to I such that I, e : rw - CL. By Lemma 12
o _ . _ (@C)a(bad)
we know I' = IMbQB and that there are types A <: B and C s.t. P
Let A be the an environment such that A = P and A <: I. By subject reduction
A,¢:CHF P Since ¢ Cb, from A <: I we infer A,¢: C <: T'.

(&)a(b@B)

By the hypothesis 1> P I'> P" and Proposition 28.1, and previous re-
sults for types C, we know that CL|P = (new ¢ : C) P'|e(I'). Now let C; =
g() |e(zQ(1").g().f(zQ(T")), for f and g two names fresh to I. By contextuality,

from I = P =7 (@, we have that
Lf:rw,g:rw g (newe)Cs|CL| P 2" (new e)Cr | CL | Q (2.5)

For the left-hand side we may derive the following sequence of reductions (up to
structural congruence)

(new €)C; | CL | P == (new €)C; | (new & : C) P'|e{l') == (new é: C) P'| f(I')
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We refer to the process reached as to C¥. Notice that C* Jf,, since ¢ is not in the
free names of P; on the other hand, clearly, C* ;. From repeated applications of
(G-REDUCE) we infer

Lf:rw,g:rwe(newe)C;|CLIP == 1f:rw,g:rw>C"
From (2.5) and and the last sequence of transitions, we find C? such that
Lf:rw,g:rwo(newe) Cp|Co|Q ==1,f:rw,g:rw>C?

and I, f : rw, g : rw = CT =™ C9. This, in particular, means that I, f : rw, g : rw [~
C9,, I, f: rw = C9), and hence implies that the prefix e(2@Q(I')).g() must have
been consumed in C?. Using minor structural rearrangements, we may thus find @’
such that C? = (new ¢: C")Q'| f(vQT). Furthermore, by the construction of C,
we see that to consume the prefix e(z@Q(I')).g() and the output g(), the sequence
of transitions leading to C® must have been derived from the following untyped
transition sequence from CL | Q

CL1Q = (new &: C") Q| e(T)
and thus we deduce that
C? = (new &: CQ'| f(T') .

Now we apply Proposition 28.2 to obtain I>Q == I'> Q.

Similarly to the case A F P, if A’ is a type environment such that A’ F @ and
A’ <: 1 by subject reduction we obtain A’,¢ : ¢’ F Q. We know A’,é¢: C' <: T'.
By g € fn(CP,C9) and I, f : rw,g : rw = CT =™ C9 it’s not hard to see that
Lf:rwgE CP~"(C? We may then apply Proposition 29to I, f : rw = C¥ =™ O,
and we obtain I' = P'Z(Q)’', as desired.

We conclude by examining the case when « is an input transition. Let then o = (¢
C) a(b@B). The proof proceeds exactly as in the output case (with the difference
that here we know that ¢’ = ('), and leads us find a sequence of transitions

Cl1Q == (new ¢: C) Q' | e(l').

Now Proposition 28.2 gives us two sub-cases, corresponding to the definition of
asynchronous bisimulation: either 10 Q == I'> Q' or Q' = Q"|a(bQB) where

Q :> Q//.

In the first sub-case we reason exactly as for output transitions. In the second,
from Q = @Q”, by Lemma [12, we know that I,¢ : C'>@Q = 1,¢ : C'>Q". Then
I' = PPZQ) follows by Proposition 29 as in the previous cases.

O
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Theorem 31 (Soundness and Completeness). I = P =7 Q if and only if
[ Par Q.

Using this characterization, our equation (2.4) in page 24 can now be proved coin-
ductively. We find a relation containing the process equated by (2.4) and we show
that is a bisimulation. To ease the notation, let S" = ld(sQw) | ls(z@QJ).print(z@J).
We have S = (new s : rw)S’. By verifying that the relation Z below is a bisimulation
and by Theorem 31 one obtains the proof of (2.4).

% = Id U {j:J,print:T,d:r = S|C =~ S|print(jQl)}
U {j:J,print:T,d:r = (new s:rw)S"|s(j@QJ) ~ S|print(jQJ)}
U {j:dprint:T,d:r,s:T = S'|C ~ S|print(jQl) | w<:T}
U {j:dprint:T,d:r,s:T | S'|s(jQl) ~ S |print(jQl)
| w<: T}

Next we focus on some distinguishing equations for APIQ. As we show below, the

presence of typed synchronization has some noticeable consequences on the behav-
ioral theory.

A first law we examine is the following generalization of a standard fact about
replication.

a:r = a(n@T) |la(n@S) = la(n@S) whenever S <: T (2.6)

That this law holds also in case S # T is a consequence of our subtype-based syn-
chronization rule. The proof of this equivalence follows by coinduction by verifying
that the relation # below is a bisimulation:

Z = Id U {a:r k=, an@T)|la(n@S) ~ la(n@s)}
U {a:rn:S E,an@T)|la(n@S) ~ la(n@s) | S <:S5'}

Another interesting consequence of the typed semantics is observed in the behavior
of forwarder processes like a(z).b(x). In particular, we show that one of the distin-
guishing equations of the asynchronous pi calculus holds only in very specific cases
in AP1Q. Let T be a type; we say that T is minimal iff 7" <: S for every type S.
Specifically, we have:

a:rw = a(xQT).a{xQT) =0 iff T is minimal

The “if” direction can be proved by co-induction, showing that % below is an
asynchronous bisimulation.

Z = {a:mw . a(rQT).a{(xrQT) ~ 0} U
{a:rw,n:T E, a(nQT) ~ a(n@QT) |n name}
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Note that n may only be received at T as T' has no proper subtypes. For the “only
if” direction, it is enough to exhibit a distinguishing process:

Cs £ a{vQS) | a(zQS).w()

It is easy to see that this process tells the two processes apart if S is a proper subtype
of T. Let P £ a(xQT).a(z@QT). For all S <: T, we have

Cs| P —— a(zQT) | a(z@QS).w()

Now Cyg |0 have two possibilities to match this move:

i) Cs]0 ——w()|0
(ii) Os|0:>OS’0

Suppose (i) holds. The couple (a(z@QT) | a(z@S).w(),w() | 0) cannot be in behavioural
equivalence as w() |0 |, and a(xQT) | a(z@QS).w() §.,. In case (ii) the same argu-
ments apply for the couple (a(x@QT) |a(x@S).w(), Cs|0), and the result follows.

2.5 Relationships with statically typed pi calculi

Having presented our calculus in detail, we are in a position to draw more precise
comparisons with the statically typed pi calculus of [60] to which we have referred
throughout.

It is a very simple observation that the typed pi calculus can be encoded in APIQ.
Below we give the relevant clauses of a type-directed translation from well-typed pi
processes to processes of APIQ. If A is a fully fledged capability type, we let |A]
denote the outermost capability in A, and define:

[u(@)]r = w(@Q|T™(u)|)
[w(@).Plr = w@QI"(u)]).[P]rar

This encoding has some of the good properties one expects: it is type-preserving,
and sound, in the following sense. Let I' -, P and I =, P = () denote the typability
relation and the asynchronous version of the typed congruence of [60], respectively.
Then we have:

Theorem 32. Let I',T” be two type environments compatible with I and such that
'y Pand b, Q. Then |I| E[P]r =" [Q] v implies 1 =, P = Q.

Proof. Let 2, ur denote the transition relation over configurations defined in
[60]. Tt is easy to verify the operational correspondence of the encoding;:
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@als) @arair(@))
o IfIoP —yp TN : I"(a) > P’ then S

[P FCCforHRtypesC
(@)a(v@A) ~ ~ ~
o [Plr —— |I|Mo: AvRand [I'é : C| F ¥ : A then 3P’ s.t.

(8)a(D)
I[P ——pgrlNo:1I"(a)> P and R = [[P’]]F@@.

113 : [T¥(a)|>

o IfIbP —>HRI>P’ then [I|>[P]r s ]I|>[[P’]]p
IfIo[P]r - I| > R then 3P" s.t. I> P —pr I P! and R=[P']r.

(@C)a(v) ~ (@|Cha(3Q|I"(a))) ~

e If I P ——pug L,¢ : C> P then |I|>[P]r ILé: C|v>
[P/]]F,CZC'
(&|C)a(v@A . . ~
IfIe[P]r |I,¢: ClpRand I,¢: C F v :1¥(a) then 3P’ s.t.

(&C)a(D)
[bP ——yp ' P and R=[P']; 0

(&C)a(®) ~
The only subtlety arises in the input case. Suppose I> P ——pgp I,¢ : C'> P

From the typed semantics of [60] we infer I,é : C' F @ : I¥(a). Let <:; be the
subtyping preorder on types defined in [60]. By I' <: I and contra-variance we have
(a) <z TV(a). We know that I'"(a) |. By definition of types I'V(a) <:; I'"(a). By
transitivity of <:; we have I"(a) <:; I'"(a) and by projection I,é : C' F @ : I'"(a).
By type preservation |I,é : C| F @ : |T"(a)| and the thesis follows easily by rules
(G-IN),(G-WEAK). The other direction is clear.

Now, defined Z to be the type indexed relation such that

I =ugr PZQ it 1| =E[P]r~a [Q] v for T, I compatible with T and such that
TP, TkQ.

The proof follows by showing that & is an asynchronous bisimulation. The sound-
ness and completeness results of [60] provide the desired result.

Let Io P ——s rr I'> P’. We show the input and output case; the reduction case
is trivial.
(€)a(v)

(Output) The reduction under analysis has the form I> P ——pgr I'> P/, From

[60, Lemma 4.3] (that corresponds to Proposition 27) we obtain that I’ = 1Mo : I'(a).
(©)a(o@|I™(a)])
We apply operational correspondence obtaining: |I| > [P]r —————— |I| M

0 |I™Y(a)| > [[Pl]]rcé for types C. By hypothesis there is R such that |I| >
(&)a(v@|T™ w - w .
[[Q]] =0 N7 : M (a)|> R and 1|5 : [M(a)| = [P'] ree ~5 R By

the typing rules in Table 2.1/ it easily follows that [IV,&: C|F o : [T%(a)|.
By operational correspondence we infer that

1Q 2% 1no:T'(a)>Q
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and R = [Q'] v ze- From these results we obtain 1Mo : I'(a) F P'ZQ', as
requested.

(&C)a(v)
(Input) The reduction under analysis has the form I> P —— g I'> P, From

[60, Lemma 4.3] we infer I' = I,¢ : C. By operational correspondence we have
(@|C)a(vQIT" (a))) ~
I>[P]r [L,é: Cl>[P'] r e There are two cases corresponding

to I""(a) proper subtype of I'(a) or not. Suppose not. From the hypothesis |I| =
[P]r =, [Q]r we infer that two possible matching moves arise for [I|>[Q] . In

case the move is matched with a weak input we have [I[>[ Q] 1 (EChalrel ) 1L, é:
C|> R with [I,¢: C| = [P'] pze =% R. Since we know I+ @ : I¥(a) by hypothesis
on the transition of I > P, by operational correspondence we infer

(@&C)a (D) o~ ,
II>Q —HR I,CZCDQ

and R = [Q' ] ze- By [L¢: = [P']rze ~5 R we infer I,¢é : C = PZQ,

as needed. So let consider when we have an asynchronous answer. The matching
move is

He[Qlr = >R

with [I,¢é : C| = [P']rae ~F R|a(®Q[I"(a)]). From I',¢ : C' F 9@Q|I"(a)| and
the hypothesis above on I'""(a) we infer I"(a) = I'"(a). Thus R|a(0Q|I'(a)|) =
[Q|a{v) ] sc and we can infer I, ¢ C = P'ZQ' | a(v) as needed.

Now suppose [""(a) proper subtype of I'"(a). From the proof of the operational
correspondence we know that I1¥(a) | and I%(a) <:x I"™(a) <: T"(a). Thus I,é: C +

N ) (@|C])a(v@IT"" (a)]) . o= ,
0:1"(a) and in turn |I|>[P]r [L,é: Clo [P ]pap- We proceed
as in the previous case and we infer that one of the following cases holds:

. @Chaairn@l) o , i
1) [MefQ]r Le:CloR A Le:ClE [P ] ree~i R

(i) Le[Qlr == M>RA |Lé:ClE[P']rze~ RlaloQI"(a)])

Case (i) proceeds as above by using operational correspondence. In case (ii) by

operational correspondence we infer [> Q == 1> Q" and R = [Q'] . From

R|a(v@Q|I"(a)])) = [Q"|a(?) ] p se we deduce I,é: C' |= P'ZQ" | alv), as needed.
[

Not surprisingly, however, the translation is not fully abstract. To see that, sim-
ply take @ = 0, and P = a(z).a(r) with T' = a : ((T)")™, so that [P]r =
a(x@r).a{x@r). Then, a: (T)")™ E, P = Q while a : rw [~ a(z@r).a{xQr) = 0, as

we have showed previously.
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While we do not have a formal separation result between the two calculi, it appears
that achieving a fully abstract encoding is just as hard as giving a fully abstract
implementation of the pi calculus. In fact, as we observed, the flat capability types
of APIQ provide much looser control over the dynamic invariants of execution than
the fully fledged capability types of [60]. Clearly, this affects the notion of typed
equivalence, as the representation of contexts in terms of the typing assumptions
they satisfy is much less informative on the behavior of those contexts that it is with
traditional typing systems. This loss of control is compensated by the type coercions
available for API@Q processes to determine the types at which a context receives the
emitted values: still, as the example above shows, the underlying equational theory
remains affected.

On the other hand, just because its typing system makes looser assumptions
on the structure of the typed contexts, APIQ lends itself to be implemented into
low-level calculi while preserving the typed behavior. We will show how that can be
achieved in the next chapters.

2.6 Related work

The asynchronous pi calculus was proposed independently by Honda and Tokoro
[65] and by Boudol [26]; more generally, properties of asynchronous labelled tran-
sition systems wit input and output capabilities are studied in [105]. Although
distinguishing features of the pi calculus can be simulated in its asynchronous frag-
ment, for instance output-prefixing [64, 26], and input-guarded choice [84], in [85]
it is elegantly shown that no “reasonable” encoding of the pi calculus into its asyn-
chronous fragment exists , i.e. any possible uniform, compositional encoding is not
correct w.r.t. most important observational theories. Behavioral theories for the
asynchronous pi calculus and its variants have been studied in [15, 52, [70, 38]. A
programming language based on the asynchronous pi calculus is presented in [92];
asynchronous theories for CCS languages have been studied in [95].

Types and advanced techniques for equational reasoning are emerging as pow-
erful tools for the analysis of distributed computations and open systems. Areas
of particular relevance to our work are related to the ability of types to talk about
resources and their usage [40, A1), 56l 44, 13 62] and of typed equational theories
to characterize observational properties of processes [60, 23, 91} 97, 406, [66]. Partic-
ularly, [40, 41] and [50] define type systems respectively for Ambient calculus and
Klaim where values emitted in the output constructs are coerced with the intended
types to be released and type soundness derives by a combination of static and
dynamic typing, as in APIQ .

Resource control, in diverse incarnations, has been the focus of extensive foun-
dational research in type theory. Topics considered relevant to our work include the
ability to read from and to write to a channel via subtyping [88], the guarantee of
secrecy within local computational environments [37, 2, 28], the control on the flow
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and sharing of information [81) [78, [79, R0, 61, 58, 42, 31, 49]. An orthogonal ap-
proach to types is the use of logics that describe policies for the access to resources,
e.g. [0, 3, 57].

With few exceptions, most of these systems rely on classical typing techniques
whereby all the system components are type-checked under the same global typing
assumptions. This is clearly unrealistic in distributed and dynamic environments as
the ones of interest to us, and represent the starting point of this work.

Besides the relations with [60] that we have extensively discussed all along, the
typed theory presented in this chapter have several analogies with [23]. In that
paper a coinductive characterization of an observational equivalence is given for the
pi calculus without matching; as in our case, their bisimulation relies on a labelled
transition system recording type information on the types that the observer has on
names. However, the absence of matching comports notable differences among our
definition of typed bisimulation and the one of [23]. Specifically, in [23] the labels
of matching transitions of bisimilar processes may be syntactically different; for
instance it can be proved that the processes a(b).L and a{c).L, where L is an equator
[65] of a and b, are behaviorally equivalent. For this reason the observer’s view on the
identity of names is separated from their real identity by considering a typed closure
of the form A, o where A is a type environment that collects typed information on
the local variables of the observer and o is a substitution that says the real value

of the variables in A. The LTS embeds transitions of the form A, o> LN o

where « is executed by the process and has a standard syntax for the pié calculus,
and 0 is an environment co-action such that do is the dual of a. For instance when
a = (b)a(b) we have do = a(x) since there is z such that A z : 7", § = z(z) and
20 = a.

The bisimulation defined in [23] relates closures (A,o > P, A, p> Q) such that
whenever A, o > P executes a transition with environment action 6 we have that
A, pr (@) answers with a weak transition labelled with environment action ¢, and the
converse, but for the case whether § represents an environment internal synchroniza-
tion. The synchronization arises among two complementary actions bound to same
name as in § = (x(z),y(w)) with xzo = yo. Since different matching labels may
lead the name zo to be unknown in A, p the process A, p> @ may answer to this
move also by interacting with the process as in A, p> Q) .~ . The inter-

x(z) y(w)
nal synchronization is necessary to represent context interactions. For instance the

configurations (A, z : T™),o{b/x}>a(b) and (A,z : T™), pr>a(c) would be possibly
equated for some A, ¢ and p, while clearly they are not equivalent in contexts where
the read and/or the write capability of b are available; a distinguishing context is
€] = a(x).z() | b().e() whenever we have the typed assumptions Ao + a : (™)™
and Ao F e : S™. It is worth nothing that the presence of matching in our high level
calculus permits to coinductively rule out the two configurations above by requiring
that bisimilar processes exhibit syntactically equal labels.
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The implementation language

This chapter reviews the language we use to compile our high level processes. The
language is a variant of the applied pi calculus [7] and differs from the pi calcu-
lus in that the expressions of the language are built around terms generated from
applications of functions to names. We use low-level functions implementing list
representations, hashing, symmetric/asymmetric encryption, and digital signatures;
we also use functions for testing equality of terms and to project elements in tuples
of terms. We define labelled semantics for the calculus, and on top a notion of be-
havioral equivalence indexed by term-environments (cf. [22]). A term environment
is an association from variables to terms that formally describes the knowledge of
terms by the context. The discriminating power of low-level observers basically cor-
respond to their ability to destruct terms by using (i) matching and (ii) decryption
schemes mentioned above. In the next chapter, we will use term environments to
represent the low level capabilities corresponding to the high level type assumptions
that index typed behavioral equivalences.

3.1 Background on applied pi calculus

The applied pi calculus we use is an asynchronous version of the original calculus of
[7], in which we assume that destructors are only used in let-expressions and may
not occur in arbitrary terms. This is becoming common practice in the presentations
of the applied pi calculus [19, 20, [17].

As for the high-level calculus, we presuppose countable sets of names and variables,
under the same notational conventions. In addition the calculus is characterized
by a finite set of function symbols ¥ from which terms may be formed (see Table
3.1). As in [20], we distinguish constructors and destructors, and use the former
to build terms, the latter in let expressions to take terms apart. Constructors are
typically ranged over by f, destructors by d. Terms are built around variables and
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constructors, expressions correspond to destructor application:

M,N := a,b,.. channel names
TyY,y e variables
f(My, ..., M,) constructor application

E == d(M) expression

A value is a term without variables. We always assume that constructors are applied
consistently with their arity. Processes are defined as follows:

P.Q, == 0| M(N) | M(z).P | P|Q | (newn)P |
'P | letz=FEin P else Q

Input prefixing, let, and restriction are binders: M (z).P and let x = F in P else @
bind the variable = in P, (new n)P binds the name n in P. The notions of free and
bound names/variables arise as expected. The process let x = E in P else @ tries
to evaluate F; if that succeeds z is bound to the resulting term and the process
continues as P (with the substitution in place). Otherwise the process reduces to
. The evaluation of F is governed by a set of definitions which give semantics to
the destructor. Each definition has the form d(M) = N where the terms M and N
have no free names and fo(N) C fo(M). Then d(M) is defined only if there is a

definition d(M’) = N and a substitution ¢ such that M = M’c, in which case d(M)
evaluates to the term No = N*, noted d(M) — N*. Conversely, we note d(M)+
whenever there is no M’c = M with a defining equation. The destructors under
consideration together with their defining equations are listed in Table 3.1. Most
of them are inherent to cryptography and will be presented in Section [3.1; rules
(3.8)-(3.11) will be introduced in the next Chapter. We say that a constructor f is
one-way if no destructor application ever returns its argument(s).

We always omit trailing nil processes and similarly write let = E in P instead
of let z = E in P else 0. We also use multiple let-bindings instead of writing the
corresponding nested definitions.

Evaluation contexts are processes with one hole that are built apart the following

grammar:
C,D == — | (newa)C | C|P | P|C

We will often write C[—] to explicit that C' is a context; we indicate with C[P] the

process obtained by replacing the hole — with the process P.

We implement recursion by blocking/unblocking replications prefixed by a private
input:
rec X.P = (new a) (a()|'a().P{a()/X}) a €& fn(P)

Following [20], we define an if — then — else construct in terms of let as shown below:
if M = N then Pelse @ = let x = equals(M,N) in P
else @ (v & fu(P,Q))
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Table 3.1 Constructors and Destructors
Constructors
0 (M, N), 0, sk(M), ek(M), dk(M), rd(M), wr(M), p(M), ¢(M),
hash(M), pub(M), priv(M), rw,w,r, T
Destructors and their defining equations
7Ti($1, .. ,.fljn) €X; (31)
equals(x, x) x (3.2)
hd(z :: y) x (3.3)
thr=y) = y (3.4)
decipher(cipher(x, ek(y)), dk(y)) x (3.5)
decipher(cipher(x, sk(y)), sk(y)) x (3.6)
verify(sign(z, priv(y)), pub(y)) x (3.7)
ﬂ(('rJ y? Z? w)? rW) (x7 y7 Z? w) (3'8)
ﬂ<<x7y7 Z? w)? r) (x7 T?'Z? w) (3'9)
NM(z,y, z,w),w, ) (z,y, T,w) (3.10)
NM(x,y, z,w), T) (x, T, T,w) (3.11)
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Operations on lists

Our applied pi calculus includes destructors to project the elements of tuples (noted
i), as well as two constructors for lists, :: (cons) and @ (nil), together with the
standard destructors for retrieving the head (hd) and the tail (¢) of a list .

In the following we program some code to fulfill useful tasks on lists. We use the
process if M & N then P else ) to test if a term M does not occur in a list N and
in case continue as P, else as ):

if M ¢ N then Pelse @ 2 (new a) a(N)|la(z).let h = hd(z),t = ti(2) in
(if h = M then Q else a(t))
else (if z = M then Q else P)

Similarly process let § =?(M, N) in P else @ retrieves from a list N of associations
(M;, M) (where we assume that M has the same arity as §) the terms M associated
to M = M; and in case continues as P{M /jj}; if there is not an M; such that
M = M we continue as ). We informally call the list N a table and the term M;
an index of M.

let 7 =?(M,N) in P else Q =
(new a)a(N) |la(w).let h = hd(w),t = tl(w), hy = w1 (h),
(if hy = M then P else a(t)) else R(w,7)
R(x,7) £ let hy = m(x),7 = mo(x) in (if h; = M then P else Q)
else )

= mo(h) in

<

We write if M ¢ Set,, then P, for a process that adds M to a list carried on the
channel n, and, in case M does not belong to the list, continues as P .

if M & Set, then P £ n(y).(if M ¢ y then n{y :: M) | P else n(y))

Constructors and destructors for cryptography

We introduce a few useful function symbols that provide the structure of the cryp-
tosystem employed in the implementation.

The one-way unary constructor hash generate a hash from the seed M. The two
unary one-way constructors ek and dk generate encryption and decryption keys
ek(M) and dk(M) from a seed M. We often abbreviate ek(M) to M and dk(M) to
M~. We use unary one-way constructors rd, wr, p, q to generate seeds for encryption
and decryption keys.

A unary one-way constructor sk generates a shared key sk(M) from the seed M.
The one-way constructor pub generate a public key pub(M) from the seed M while
priv generates a private key priv(M) from M. We often abbreviate pub(M) with
M[D.
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Digital signatures are built using the binary constructor sign and checked by using
the destructor verify [19,20] (Tab.[3.1(3.7)); for instance (sign(M, priv(N)), pub(N))
certifies that M has been signed by the identity N. Encrypted packets are formed
around the binary constructor cipher, and taken apart by using the destructor
decipher. The behavior of the destructor is given by the two defining equations
Tab. 3.1((3.5) and Tab. 3.1(3.0) capturing asymmetric and symmetric encryption,
respectively. In the implementation, we use four further constructors, rd, wr,p,q,
to construct different sets of keys associated with the same seed (cf. Chapter 4)).

We often use the conventional spi calculus notation {M } v for the encrypted packet
cipher(M, N); we often overload the notation and write {M }priv(ny to indicate the
signed packet sign(M, priv(N)). We also introduce an explicit form for decryption,
that binds multiple variables, as in the original spi calculus.

decrypt M as {g}y in Pelse Q =
let © = decipher(M, N) in (x & fu(P,Q))
let y; = m(2),...,yn = ma(z) in P else Q

3.2 Operational semantics and term-indexed be-
havioural equivalence

The operational semantics is defined in terms of labelled transitions. We chose to
not base it on active substitutions as in the original formulation (e.g., similarly
to the reduction semantics in [20} [17]). Although several proofs contained in this
thesis would be probably helped by using active substitutions (as in proofs for full
abstraction for security in the join calculus for which they were designed), we prefer
to use a separate environment that represents a nice counterpart to the typing
envinroments that index equivalent processes in the source calculus (see Chapter 4)),
and that are not represented by active subtitutions.

The labelled transitions in Table 3.2/ are standard. For simplicity, we require
that all synchronizations occur on channel names, rather then arbitrary terms. As
usual we require the bound names ¢ in the output action (&) a(M) to be unique.
The treatment of let is taken from [20]. The transitions are only defined over closed
processes (without free variables).

Behavioural equivalence As in Chapter 2, we rely on a notion of behavioral
equivalence based on weak bisimulation, and relative to contexts with a certain
knowledge about names and terms. The formal definitions are mostly based on the
work of Boreale, De Nicola and Pugliese in [22].

Definition 9 (Term environment). A term environment p is a finite substitution
from variables to terms. We write fn(p) to mean fn(Range(p)). Substitutions may
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Table 3.2 Labelled transitions for the applied pi

(ouT) (OPEN)
®atin) .
P——P c#a,cée fn(M)
~ a(M) — ~
a(M) —— 0 (new ¢)P G ot
(1N) (CLOSE)
oy o)
- P——m—FP Q——0Q b fn(Q)
a(M) ~ T ~
a(z).P —— P{M/z} P|Q — (new b)(P"Q')
(LET) (LET-ELSE)
d(M)— N P{N/z} — P’ d(M) 4 Q — Q'
let 2 = d(M) in P else Q = P’ let 2 = d(M) in P else Q - Q'
(NEW) (PAR)
PP n¢ n(a) PP bn(a) N (Q) =0
(new n)P —— (new n)P’ PlQ —P|Q
(REPL)
g

'p—51P|P
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only be extended with new bindings for fresh variables: p, M /x indicates the extension

of p with = ¢ dom(p).

Given a term environment p, we let A(p) be the analysis of p, that is, the environ-
ment obtained by extending p with new bindings for the terms resulting from the
application of destructors to the range of p. Formally:

Definition 10. The analysis A(p) of p is the smallest substitution o extending p
that is closed by the following rule:
d(N)=N 3¢'.No¢' C Range(o) (No' ¢ Range(o) A z ¢ dom(o))
No'/z €0

Abusing the notation we often write NV € A(p) to mean N € Range(A(p)).

Example We find the analysis of the substitution p = {T }u) /2, k/y. The projec-
tion case (3.1)) leads to bindings { T} ) /2 or k/z that are not introduced since the
side condition requires new terms to be not in the range of . Similarly (3.2) does
not introduce new bindings. Equations (3.3) and (3.4) do not apply as no terms in
the range of o are lists. Similarly (3.7),(3.5) do not apply as no terms in Range(o)
have the required form. The relevant case is the equation (3.0) for symmetric cryp-
tography: decipher(cipher(xy, sk(z2)), sk(xa)) = x1. We let o’ = T /a1, k/x9. From
cipher(xy, sk(xz))o’ € Range(p) and z90” € Range(p) we obtain z10'/z € o, that is
T is in the range of o as the environment has built the key sk(k) apart the name
k and has used it to open the crypto-packet {T}gm). These results let us infer

A(p) =p, T /=

Definition 11. Given a process P we say that p defines P, written p & P, if
fo(P) C dom(p) and fn(P)N fn(p) = 0. Given a term M, we say that p defines M,
written p = M, if fu(M) C dom(p) and fn(M) N fn(p) = 0.

Definition 12 (Term-indexed relation). A term-indezed relation Z is a family
of binary relations between closed processes indexed by term environments. We write
p = PZQ (or equivalently P %, Q) to mean that P and Q are related by Z at p
and that fn(P,Q) C fn(p).

We have a notion of contextuality corresponding to that given in Chapter 2(Def. 2).
We denote p\ n the term environment resulting from erasing all bindings M /z such
that n € fn(M).

Definition 13 (Contextuality). A term-indezed relation % is contextual whenever
p |E PZQ implies

(1) if p=R then pi=(P| Rp) 2 (Q | Rp),
(ii) p,n/x = PZQ withn & fn(p)
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(i1i) p\n = ((new n)P)Z((new n)Q).
The barb predicate is defined relative to a term-environment, as expected:

Definition 14 (Barbs). Let p be a term environment and let P be a closed process.
We have that

e P, if and only if AP’ such that P M P’;

o Pl, if and only if AP’ such that P == P’ N\ P’ |,;
e pE=Plyif and only if a € A(p) N P la;

e p= Pl, if and only if a € A(p) N Pl,.

The definition of behavioural equivalence reflects the definition of typed be-
havioural equivalence for API@ (see Definition 4)).

Definition 15 (Behavioural equivalence). Behavioural equivalence, noted =47,
is the largest symmetric and contextual term-indexed relation Z such that p = PZQ
implies

(i) if p = Pln then p = Qy
(ii) if P~ P’ then 3Q'. Q = Q' and p = P'ZQ'.

In the low-level setting it is often convenient to consider a stronger version of
behavioural equivalence.

Definition 16 (Strong behavioural equivalence). Strong behavioural equiva-

lence, noted ~“7, is the largest symmetric and contextual term-indexed relation R
such that p = PZQ implies

(i) if pt= Pln then p = Q Ly
(ii) if P —= P’ then 3Q". Q —— Q' and p = P’ ZQ'.

Example To illustrate the behavioral theory of the calculus, we present a result
that shows that the environment do not distinguish between ciphertexts encrypted
with keys it does not know.

(Claim) For all p holds p |= (new k)net({M}g)) =™ (new n)net({n},).

We give some intuitions that motivate the claim; a formal proof is available in
Chapter 5. Indeed it’s easy to see that the term-indexed relation containing the
processes above is strong barb preserving and strong reduction closed; the main
obstacle is to prove that is contextual. To this aim, consider the terms N; = {M}Sk(k)
and Ny = {n}, respectively emitted on the left and on the right side of the equation.
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Since N; and Nj are encrypted respectively with terms sk(k) and n containing fresh
names, we infer that there is not a term N’ such that:

decipher(Ny, N'p) — V decipher(Na, N'p) —

where d(M) — is short for AN .d(M) — N. Similarly one infers that AN’ such
that
equals(N1, N'p) — V equals(Na, N'p) —

The application of the remaining destructors or trivially reduce in both sides or
does not reduce in both sides. Intuitively, from these results we infer that a process
closed by p that interacts with both sides and receives these packets and continue
as with a let application does not see any difference among the emissions. From
this result the claim follows easily by finding an appropriate relation that contains
the related processes immersed in applied pi contexts that in the left side are built
around p, { M} g/ while in the right side are built around p, {n},/z (see Lemma
69).

Strengthening the result by removing the condition on fresh names is particularly
delicate. For instance consider the environment p = p',e/w,net/x,n/y where e #
net. We have the following inequation:

p W net({M} ) =" net({n},) (3.12)

Indeed the environment knows the seed n and can execute cryptanalysis attacks. As
a counter-example based on this, consider the context R = z(z).if z = {y}, then w().
We have p |= net({n},) | Rpe while p & net({M}gm) | Rpdle. As we will see in
the next chapter, such attacks can be prevented by inserting confounders in the
encrypted packets. Similarly, inequation (3.12) holds when the environment knows
the symmetric key sk(k): o 2 o', e/w, net/x, sk(k)/y. The the following context
tells apart the two emissions once instantiated by o: R = x(2).decrypt z as {}, in w().

The following results prove that =47 and ~4™ are indeed equivalence relations.
We prove the former result; the latter is easier. We first establish useful properties
of 247 (cf. [104]).

Proposition 33. Assume p = P =47 Q.
(i) if p |E Pla then p = Ql,
(“) pr — P’ then HQ/ Q E Q/ and P ): P! ~Am Ql-

Proof. (ii) Let P % P with n > 0. We proceed by induction on n. The case
n = 0 is trivially obtained by choosing ' = ). To see the case n + 1 suppose
P p . pr By the LH. p | P’ =47 ) we infer that there is Q* such that
Q' = Q* and p = P* =A™ Q*. Thus Q :>%;1” P, as desired.
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(&)a(M)
(i) Assume p = P|,. By definition there is P" such that P = P’ ——— . We
apply (ii) to the hypothesis p = P =47  and infer that Q = Q' for some Q' s.t.
p | Q' =A™ P'. From this hypothesis we infer p = Q' {,. From Q = Q' we deduce

p E Ql,, as desired. ]

4 gATI’

Proposition 3 15 an equivalence relation.

Proof. That =47 is reflexive is straightforward while the relation is symmetric by
definition. To see transitivity, we consider the relation =474 and we show that
it’s a behavioural equivalence. Let P =7 R 247 Q. Since fn(P,R) C fn(p) and
n(R,Q) C fn(p), we obtain fn(P, Q) C fn(p). Let p |= P |,; by definition p = R{,.
By Proposition 33(i) we have p = Q 4, as needed. Now let P — P’; by hypothesis
we have that there is R’ such that R = R’ and P’ %;‘” R'. By the hypothesis
R %;‘” () and Proposition [33(ii) we infer that there is @’ such that Q@ — @’
and R’ %“;“r @', as needed. By gluing fn(P', R") C fn(p) and fn(R', Q") we obtain
fn(P', Q") C fn(p). That =A™=A7 is symmetric can be easily viewed by following
the same proof when the hypothesis regards Q. Next we prove that =A7=A7 g
contextual. Let p = S. By hypothesis both p = P|S 24" R|S and p = R|S =47
Q|S. Thus p | P|S 24247 (0| S, as needed. Moreover fn(P,S,Q) C fn(p).
Now let n & fn(p). We have p,n/z | P =4 R and p,n/z = R =47 Q; thus
p,njz = P =AT2AT () as desired. Trivially we have fn(P, Q) C fn(p,n/z). Finally
we know p\ n = (new n)P =47 (new n)R and p\ n = (new n)R =47 (new n)Q;
this implies p \ n | (new n)P =A™=4™ (new n)Q.From these hypotheses we know
fn((new n)P, (new n)Q) C fn(p \ n). This together the previous results let us infer
that 24747 i5 a term-indexed relation, and we are done.

]

™

Proposition 35. ~4™ is an equivalence relation.

We obtain that ~47 is included in =47 in the following sense.
Proposition 36. If p | P ~™ Q then p | P =47 Q.

Proof. Let p = PZQ whenever p = P ~4™ (). Contextuality follows straightfor-

wardly from the contextuality of ~47. To see barb preservation, suppose p = P |,.
(€)a(M)

Therefore we have that P ———— | for some a and M. From strong barb preser-
D)a(N)

vation of ~4™ we infer Q ———— and in turn p = Ql,, as desired. To see that %

is reduction closed assume P —— P’. By strong reduction closure of ~4™ we infer

that there is @’ such that Q@ —— @’ and p = P’ ~*™ Q’. We have thus found Q’
such that Q = Q' and p | P'ZQ)’, as desired. [

Similarly to the previous chapter we define a notion of up to technique.
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Definition 17 (Up to technique). A term-indexed relation . is contextual up
to %y, X (noted up to # whenever %y = X = H2) whenever p = P.7 Q implies

(i) if p=R then pl=(P | Rp)% & %(Q | Rp),
(ii) ponfz = PRy F5Q with n & fop)
(i1i) p\n = (new n)P#, .S HB2(new n)Q.

A term-indexed relation is a behavioural equivalence up to %y, %o if is barb preserv-

ing, contextual up to %y, X2 and if p = P Q and P ", P then 3Q" such that
Q=— Q and p = P % & %Q .

We introduce an up to technique that will be used to ease bisimulation proofs (see
Propositions 40/41).

Definition 18 (Structural congruence). Structural congruence, noted =, is the
least equivalence relation that is closed under a-conversion, preserved by the opera-
tors of the language, and that satisfies the following axioms:

Pl(new a)@ = (new a)(P|Q) if a ¢ fn(P)

(new )P = P if a € fn(P)
let z =d(M)in Pelse Q = P{N/z} if d(M) — N
let z=d(M)in Pelse @ = Q if d(M) #
PIQ = Q|P
P = IP|P
P|l0 = P.

As in the APIQ calculus we obtain that = commutes with reduction, in the following
sense:

Proposition 37. If P = @ and P ~ %, P’ then there is Q st Q AN Q' and
P =q.

Proof. The proof proceeds by induction on the number of applications of the rewrit-
ing rules of Definition [18. The only novelties w.r.t. the analogous result for the pi

calculus are the let rules. Let let z = d(M) in P else Q = P{N/z} since d(M) — N

and assume let 2 = d(M) in P else Q —, P’. Then it must be the case that this
reduction has been inferred by using rule (LET) of Table 3.2, and therefore we also

have that P{N/x} 2 P', as needed. The case let z = d(M) in Pelse Q = Q
since d(M) + is handled similarly by using rule (LET-ELSE) .

Proposition 38. Behavioural equivalence up to = is included in =47
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Proof. For reduction closure the proof is similar to Proposition [19 and proceeds
by showing by chasing diagrams arguments and using Proposition 37 that ==47=
is reduction closed. Barb preservation follows from the fact that if P = @) then
P |, iff Q.. Contextuality of ==47= is obtained straightforwardly by noting that
whenever p = P = (@ is a term-indexed relation it is contextual; this holds since by
definition = is preserved by the operators of the calculus. O]

A term environment informally represents the knowledge of the context based
on terms and can be used to tell apart processes interacting with the environment.
However this distinguishing power should not increase whenever terms built around
known ones are added to the environment. The proposition below shows that this
intuition is correct. We first need a technical lemma.

Lemma 39. Let p be a a term environment, let M be a term without free names
and suppose pt= M. Then A(p, Mp/x) = A(p).

Proof. 1t follows from Mp/z € A(p). To see that, it is enough to consider that
equals(M, M)p — Mp. O

Proposition 40 (Weakening). Let p be a a term environment, let M be a term
without free names and suppose p = M. Then p = P =4™ Q implies p, Mp/z =
P AT Q.

Proof. We proceed by co-induction and we show that the relation % such that (i)
p, Mp/x = PZQ whenever p = P =A™ Q and p = M or (ii) p F PZQ whenever
p = P =4 ) is a behavioural equivalence up to =. Proposition 38 guarantees the
desired result. To ease the notation we let N £ Mp.

Case (ii) is trivial; we show case (i).

To see barb preservation, let p, N/z = P |,. This means a € A(p, N/x) and

M . By the lemma introduced above we have that a € A(p) and thus p
P |,. By barb preservation of 4™ we obtain p = Ql}, and in turn p, N/x = Q |,
as needed.

Reduction closure is straightforward. To see contextuality, let p, N/z = PZQ.
We first show that (p, N/z) \ a = (new a)PZ(new a)@). Suppose a € fn(N); thus
(p, N/x)\a = p\a. By contextuality of =4™ we have p\a |= (new a)P =47 (new a)Q
and by (ii) and the results above (p, N/z) \ a = (new a)PZ(new a)Q, as needed.
Otherwise let a ¢ fn(N). Thus (p, N/z)\a = (p\a), N/z. By p\a |= (new a)P =47
(new a)@ we infer (p, N/z)\a | (new a) PZ(new a)Q, as needed. Weakening closure
of Z is easily obtained by noting that fn(N) C fn(p). To conclude let p, N/z - R.
We need to show that p, N/x = P|R(p, N/x) = % = Q| R(p, N/z). By definition
(a) M = w or (b) M = f(M). We show by induction on the shape of M that
there exists R closed by p such that R(p, N/z) = R'p. Case (a) is trivial as from
u € dom(c) we easily obtain the claim by considering R = R{u/z}. Suppose
(b) and consider R* = R{f(Z)/x}. By inductive hypothesis there exists R” such
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that R*(p, Mp/i) = R’p. From R(p,N/z) = R*(p, Mp/i) and transitivity of =
we obtain R(p, N/x) = R"p, as desired. We have all we need to conclude. Let
R’ be a process closed by p such that R(p, N/x) = R'p. By contextuality of =47
we have p = P|R'p =4 Q|R'p and in turn p, N/ = P|RpZQ|Rp. Thus
p,N/z = P|R(p,N/x) =% = Q| R(p, N/x), as desired.

[l

The distinguishing power of the environment does not increase whenever we
remove entries from the base representing its knowledge. The following proposition
formalize this intuition.

Proposition 41 (Erasure). If p, M/z = P =47 Q then p = P =247 Q).

Proof. Let Z be the relation such that p = PZQ whenever (i) p, M/z = P =47 Q
or (ii) p E P =™ Q; we show that Z is a behavioural equivalence up to =. We
show case (i), (ii) is trivial.

To see that Z preserve barbs, suppose p = P |,. Of course this implies p, M/z =
P |, and by hypothesis we obtain p = @Q |,. Since a € A(p) we deduce p = Q .,
as desired.

Reduction closure is straightforward. To see that & is contextual, let p = PZQ).
We first show that p,a/y | PZQ whenever a ¢ fn(p). Let a & fn(p). There are
two cases corresponding to a € fn(M) or not. If not we easily obtain p,a/y, M/x =
P =A™ @ and in turn p,a/y | PZQ. Suppose a € fn(M). Since p = PZQ is
a term-indexed relation we know that a & fn(P,Q), that is a is fresh to p, P and
Q. We therefore alpha-convert the fresh name a in M with o’ and we proceed as
above . To see that p \ a = (new a) PZ(new a)@ we consider cases (a) a € fn(M)
and (b) a ¢ fn(M). In case (a) p,M/z \ a = p\ a and from (p,M/z) \ a =
(new a)P =47 (new @)@ and (ii) we obtain p \ a |= (new a)PZ(new a)Q. In case
(b) from (p, M/z)\ a = p\ a,M/x and (p, M/z) \ a = (new a)P =A™ (new a)Q
we obtain p \ a = (new a)PZ(new a)Q. Finally let p - R. Since z ¢ fu(R)
we trivially obtain p, M/x = R and Rp = R(p, M/x) . By hypothesis we have
p,M/z = P|R(p, M/x) 2™ Q| R(p, M/x) and in turn p = P|Rp = Z = Q| Rp,
as desired.

O

3.3 Related work

The spi calculus [12] is a variant of the pi calculus where terms may be built around
cryptographic functions and told apart by a decryption process of the form

decrypt M as {z}y in P. The dynamics of the process are those of the process
P{M*/x} whenever M = {M*}y; otherwise the process is stuck. The spi calculus
introduced the idea to interpret low-level contexts as attackers that try to leak
secrets by observing the communications of some protocol; invalidate the desired
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behavioral equivalences (possibly among two protocol executions) correspond to
leak a secret from the execution of the protocol. Typically the protocol’s exchanges
occur in open channels protected by cryptographic keys; the attacker may therefore
intercepted messaged and forge new ones by interposing in all communications. In
such sense we may say that the attacker models a Dolev-Yao intruder [47]. The
leaking of secrets is particularly critical when the protocol implements high level
abstractions; in such case telling apart the implementation of high level equivalent
processes may affects the security of the implementation [1]. In this thesis, we follow
this approach and devise implementations of typed channel abstractions that do not
leak secrets when immersed in arbitrary, possibly hostile applied pi contexts; we
show how this may be accomplished in the next chapter.

Behavioral equivalences for pi calculi with low level functions have been recently
studied extensively, e.g. [7, 22} 12, (11, 24]; in [25] several notions of observational
equivalence for the spi calculus are compared. Besides the relations with the works
on the applied pi calculus [7, 19, 20, 4, [17] that we have already analyzed, the
behavioral theory we devised for our variant of the applied pi calculus have several
analogies with [22].

As in Boreale, De Nicola and Pugliese’s work, we represent the knowledge of the
environment by means of a substitution from names to terms. We also inherit from
them the notion of term-indexed relation and behavioral equivalence; differently
from [22], our behavioral equivalence consider a single index. The need of consider
different indexes holds for reasons similar to [23], namely bisimilar processes may not
exhibit the same labels (see Section 2.0). More in detail, in [22] behavioral equiv-
alence for the spi calculus is indexed by a couple of equivalent substitutions, i.e.
substitutions with the same domain that satisfy the same evaluation and matching
of terms. The paper provides a coinductive characterization of behavioral equiva-
lence based on a labelled transition system considering configuration’s transitions

«
of the form o> P> —— o' > P’ where o is a substitution from names to terms.
b

As in [23], a is a process actions while § represents the complementary environ-
ment action; bisimilar processes exhibit the same environment actions. Indeed, as
the following example shows, insisting that bisimilar processes have the same pro-
cess actions is too restrictive in the presence of cryptography. Consider processes
P = (new k)p({M}x) and Q = (new k)p({ N }x) where p is a public channel. Clearly
the environment cannot tell apart the message {M }, from {NN}, as it does not have
access to the key k: indeed it can be proved that (p,p) = P 2" . On the other

hand p> P and pr> @) exhibit different process labels that lead to different indexes:

(k)a{{M}) (k)a{{N})
p> P %) p, AMYp/z >0 and pr Q % p,{N}r/z1>0. Finally to

establishing the bisimilarity of p> P and p> @) one needs to check that the substi-
tutions p,{M },/x and p,{N};/x are equivalent. To avoid the quantification over
all possible evaluations of terms arising in the definition of equivalent substitutions,
an alternative definition of equivalence is given; the new definition can be easily
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checked once one has calculated the names in the analysis of each substitution.
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3. The implementation language




Secure implementations

In this chapter we devise secure implementations of APIQ calculus processes into
applied pi calculus processes. We first review the challenges hidden in the imple-
mentation of high-level processes into low-level, open environments (see [1]). Then
we present the framework of the implementation and we introduce the low-level
data structures that represent the names and the capability types of the high level
calculus. We give a first implementation based on channel server processes that
serve write and read requests for synchronization; high level processes represents
the clients running corresponding protocols with the servers. Relying on the op-
erational correspondence of the encoding, we prove that the translation is sound,
i.e. if the translations of P and () are observationally equivalent in the applied
pi calculus then P and () are behaviorally equivalent in the APIQ calculus. The
opposite direction, instead, is harder to achieve as one needs to build safeguards
against attacks that rely on channel servers created by the context that hide ma-
licious code. We enhance the design by setting up the synchronization protocols
so as to ensure that all the exchanges occur over system generated (hence secure)
channel servers. We finally prove that the resulting implementation is fully abstract
(sound and complete) by showing that the untyped equivalences of the low-level
cryptographic calculus coincide, via the translation, with the typed equivalences of
the high-level calculus.

Remark In this chapter we omit most proofs that are carefully deployed in
Chapter 5. Particularly, we establish the soundness of our implementations by
relying on a Theorem of operational correspondence (see [21]) stated in terms of
weak actions. The proof of this theorem is subtle, because our translations are not
“prompt” [84], i.e. a translated process need to execute several steps to be ready for
the commit step that matches the high level synchronization. The proof relies on
the definition of an observational equivalence smaller than behavioral equivalence,
and on a strong version of operational correspondence defined over this smaller
equivalence. We omit all details and refer the reader to Chapter 5 for a rigorous
construction of the proof. For the sake of readability, we present implementations of
the monadic version of the calculus defined in Chapter 2, and we sketch how these
translations may be extended to the full polyadic calculus.
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4.1 Obstacles to a fully abstract implementation

In the pi calculus communications are protected trough high level abstractions such
private channels or sortings that rule out interfering contexts. To illustrate, consider
the following untyped example:

(new a)a(b) | a(z).P a ¢ fn(P)

In this process a private channel is created to ensure that the name b is sended to
P without possible interferences. Indeed we have the equation [71]:

(new a)a(b) | a(z).P =" P{b/x} (4.1)
The relation 2 is the untyped version of behavioral equivalence (hence is contex-
tual). The threads a(b), a(x).P can be processes that physically stay in different
machines that are connected trough an open communication medium as the Inter-
net. The challenge is to implement such communications in open networks while
preserving equations like (4.1). Experience in the developing of network protocols
suggest that the way to protect open communications is cryptography (see [68]). In
this vision the objective of safely send b to process P is gained by sending it on a
public channel encrypted under a key generated apart a:

[a®)] = net({[6] tar) (4.2)

The intuition is that no context can open the packet {[b] }.+ since the only process
knowing the related decryption key is the intended receiver:

[a(x).P] = net(y).decrypt y as {x},- in [P] (4.3)

Each channel is thus represented through a couple of communication keys [b] =
b, b~ representing respectively the capability of write and read b.

While this representation is appealing in its simplicity, it suffers from a number of
shortcomings, first made explicit by Abadi in [I]. Most of these are recoverable
by strengthening the implementation, while for the lack of forward secrecy only
workarounds are actually available for calculi that support the exchange of write
and/or read access rights among processes. We outline below the details.

The first attack mounted by the implementation above is traffic analysis. Con-
sider the equation (4.1)) for the particular P = 0; this result states that the commu-
nication of b should be invisible in the implementation. This clearly does not hold
as reductions on the network are visible. The context C[—] = net(x).e() breaks the
desired equivalence:

Clnew a)[a(b) [a(z) ]I e A ClO]¥fe
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A solution could be to inject noise in the communication interface; we let =% be
the non-indexed version of our behavioral equivalence for the applied pi calculus.

Inet{{n},) | (new a)[a(b) |a(z)] =net{{n},)|0

Needless to say, this solution is hardly realistic and does not take in account that a
determinate amount of traffic should be always be observable on the network. The
use of noise could be avoided by considering semantics equations that hold with a
certain degree of probability, e.g. [63], 39, 90, [77]; on the other hand, reasoning on
the properties of a translation in this setting appears particularly difficult.

Denial of service attacks can prevent P to receive b. In the implementation above
such attacks can be carried on by contexts (i) intercepting the message containing
b or (ii) making the receiving process stuck. As an example of (i), consider the
equation (4.1) for the particular P = z(). We choose a distinguishing context
that emits a signal whenever a decryption with the key b~ is successful: C[—] =

— | !'net(x).decrypt x as {},- in e(). By definitions (4.2),(4.3) we have:

CllP]] —— (new a)(Cldecrypt {[b] }o+ as {}4- in e() | [a(z).2()]])
Cl(new a)(0] [a(z).x()])]

Process C[[b() ] | has two possible matching answers:

(i) Cl[b()]] — Cldecrypt {}p+ as {},- ine()] = Cle()]
(i) Cl[b) 1] == C[[b(]]

Neither the couple (C[(new a)0|[a(x).z()],Cle()]) and the couple
(C[(new a)0 |[a(z).xz()]], C[[b6{)]]) can be in behavioural equivalence as
Cl(new a)0 | [a(xz).z() ] 1.

To enforce our protocol we add replication to emission and recursion to reception;
also, we instrument the receiving process with a mechanism to throws out messages
wrongly picked up: this prevents the context to notice the presence of a receiver by
checking if it swallows messages [3].

[alb)] = 'net{{[b] }ar)
[a(x).P] = recX.net(y).decrypt y as {z},~ in [P] else net{y)|X

The replication of emissions clearly exposes to replay attacks. Standard coun-
termeasures apply as using challenge-response, inserting identifiers or timestamps
in the emitted messages. The implementation we present below packages each emis-
sion with a fresh nonce; receivers on a channel a share a private channel a° to store
nonces and discard replication of accepted messages.
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[ad)] = (new n)!net({[b],n}q+)
[a(x).P] = recX.net(y).decrypt y as {z,z},- in
(if z & Setyo then [ P] else net(y) | X)
else net(y) | X

Saving nonces of all exchanges is unlikely proposable; [§] formalizes the intuition
that this mechanism is equivalent to use a session-based protocol.

One advantage of using nonces is that they can represent confounders to prevent
cryptanalysis attacks. To illustrate, consider processes P = (new a, b, ¢)a(b) | a{c),
Q = (new a,b)a(b)|a(b). We have P =F' (Q; this can be easily seen by noting
that both sides are weakly equivalent to 0. On contrast, an applied pi context
C[—] = net(x).net(y).if x =y then e() can distinguish among implementations (41.2)
of P and () by comparing bit a bit the two emissions:

Clnet({[0] yar) [ net({[6] }ar)] e
Clnet({[6] }a+) | net{{lc] ar)] e

The harder obstacle to a fully abstract implementation of the pi calculus is the
lack of forward secrecy. Consider the process P = (new a)a(b) | a(z).p{a). Similarly
to the introductive example, a channel a is created to safely send b to the receiver.
The receiver discards b and releases the communication channel a to the environment
through a public port p. The communication of b is secret, in the sense that no pi con-
text can retrieve the content of the exchange happened on the channel a. Formally,we
have that any process @ = (new a)a(b’) |a(x).p(a) sending some name V' is equiva-
lent to P: P =2P' (). As in previous cases, this equation is obtained by noting that
contexts cannot interact with the port a and in turn both P and @) are behavioural
equivalent to (new a)p(a). Conversely, an applied pi context can buffer the emission
of b and subsequently, once received the read capability on a, may decrypt the packet
and break the secrecy of the communication on the high level channel a. To this
aim, consider the context C[—] = net(y).net(k).decrypt y as {z} in if x = b then e().
This context tells apart P and Q:

ClIPIVe A ClIQTIY

To the best of our knowledge, giving a direct implementation of the distribution
of read capabilities in pi calculi is still an open problem due to this attack (see the
remark below). The solution we propose in this thesis is based on the representation
of a channel as a process that serves input and output requests, so that each exchange
of messages is the result of two separate protocols with writer and reader clients.
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All channels are associated with two separate key-pairs. The decryption keys are
always stored securely at the channel, and never leaked; the encryption keys, in
turn, are available to the clients that have read and/or write access to the channel.
In the write protocol, the client sends data, and the channel buffers it on private
queue; in the read protocol, the client sends a session key and the server returns
data encrypted with that key. Publishing a read/write capability on a channel
corresponds to publishing the read /write encryption key associated with the channel.

Under appropriate, mostly standard, hypothesis on the properties of the un-
derlying network, we show that a translation based on these ideas is sound. Full
abstraction, instead, is harder to achieve as we need to build safeguards against at-
tacks that exploit malformed data or malicious channels that intentionally leak their
associated decryption keys. To account for that, we complement the translation with
a proxy-service mechanism to ensure that all communication protocols take place
via system generated (hence secure) channels. We establish the adequacy and full
abstraction of the resulting implementation by contrasting the untyped equivalences
of the low-level cryptographic calculus, with the typed equivalences of the high-level
source calculus.

Remark In [8] Abadi, Fournet and Gonthier provide a fully abstract implemen-
tation of join calculus in a lower calculus equipped with cryptographic primitives.
In [8] the problem of releasing read access rights is avoided altogether, as the join
calculus does not allow names to be communicated with read capabilities, a feature
that instead constitutes one of the fundamental ingredients of our typed calculus.
Hence, to recover forward secrecy, we need a more structured representation of type
capabilities to make sure that distributing a read capability does not correspond
to leaking any decryption key. The existence of a fully abstract encoding of the pi
calculus without matching into join [50] provides an indirect fully abstract encoding
of pi calculus. However, the solution used in [50] to implement the pi calculus does
not extend in the presence of matching, that in contrast is one of the fundamental
ingredients of our high level calculus. We will return on this point in Section 4.5.

4.2 The implementation framework

Our implementation is based on a compilation of the high-level processes of the
pi calculus into corresponding processes of the spi calculus representing low-level
principals running in an open network.

The model of the network

Our assumptions about the low-level communication model are the same as those of
[8]. In particular, we presuppose a Needham-Schroeder [83] network model, in which
an intruder can interpose a computer in all communication paths and thus alter or
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copy parts of messages, replay messages or forge new ones. We also assume that
each principal has a secure environment in which to compute and store private data.
On the other hand, we assume that the intruder cannot gain control of the whole
network, and thus we do not guarantee that it actually will intercept every message.
Consequently, message delivery may always be achieved with an adequate degree
of redundancy. All processes can send and receive messages through a network
interface consisting of a channel net. Typically all the exchanges over this channel
net are encrypted. As [§] our results about the implementation rely on the presence
of noise to prevent traffic analysis.

Data Structures for Names

The design of the implementation is centered around the choice of an appropriate
data structure to represent the names and the capability types of the high-level
calculus. As we mentioned at the outset, the idea is to represent the capability
types with corresponding term capabilities, implemented as encryption keys. Specif-
ically, the representation of the name n as a fully fledged channel includes the name
identity and two encryption keys corresponding to the read and write capabilities:
(pub(n), ek(wr(n)), ek(rd(n))). The application of the one-way constructors rd and
wr provide a way to construct the read and write seeds associated with the key-pairs
that implement the capability types associated with n.

The representation of a name is now obtained by introducing self-signed certificates
[19, 4] of the form:

Cert(n) = {pub(n), hash(ek(wr(n))), hash(ek(rd(n)))}priv(n)

The certificates help determine the “type” of the names they are attached to. To
illustrate, suppose we receive a tuple formed as (Mg, My, My, Cert(n)), with M;
arbitrary terms. One may first ensure that the certificate corresponds to the correct
identity by using the public key pub(n) to verify the certificate, and then match M,
with the public key. As this stage, one may decide whether or not M; and M, are
valid capabilities for the identity My by calculating hash(M;) and hash(M,) and by
checking whether they match the two values hash(ek(wr(n))) and hash(ek(rd(n)))
respectively: in the former case we certify a write capability, in the latter a read
capability.

We henceforth let n denote the representation of n together with the associated
certificate:

n = (pub(n), ek(wr(n)), ek(rd(n)), Cert(n)).

All the low-level protocols that implement the synchronization steps in the high-
level calculus exchange and manipulate quadruples and expect the components of
such tuples to adhere to the format above. For uniformity, we write £ to note a
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quadruple of variables used to store name representations. Further, we introduce
the following mnemonic notation for the components of 4-tuple terms:

M[D:ﬂ'l(M) MJ:’]TQ(M)
M:_:ﬂ'g(M) MCERT:TM(M)

Notice that we make no assumption on the format of the 4-tuple: hence, only when
M = n for some name n, the projections select the identity, the keys and the
certificate associated with n. Abusing the notation, we often write n/z (and more
generally M /z, when M is a 4-tuple) to indicate the substitution of the components
of n (or M) for the corresponding variables composing z.

In the translation, we will find it useful to compute, and manipulate the run-
time type of terms. We give a low-level representation of the high-level types by
simply treating the latter as nullary constructors: thus the terms rw,r,w, T in the
implementation represent the corresponding high-level types ch(rw), ch(r),ch(w), T.
Following the convention adopted for names, we write T for the representation of
the type T in the low-level calculus. Also, we sometime write S <: T when S <: T

Given this representation of names, the effect of casting a name at a higher type
in the high-level calculus is realized, in the implementation, with a mechanism to
mask away the encryption keys corresponding to the type capabilities “lost” in the
type cast. This is accomplished with the binary destructor (M, T’) corresponding
to the up-cast of the source calculus (see Table 3.1). We use infix notation in the
rest of the presentation, writing MA\T instead of (M, T, ). We often use the short
P{(MAT)/z} for the process let & = (M, T) in P.

Based on these conventions, we introduce useful notation to express vari-
ous operations to manipulate the representation of names. We let let z =
Typeof (M) in P else () note the process that verifies that M represents capabil-
ities certified by Megrr, determines the true type of M, and binds that type to
x. In such case we informally say that M has such type. If M is not certified the
process continues as ; we will often write let x = Typeof (M) in P to indicate the
process let © = Typeof (M) in P else 0. We let if WF(M,T) then P else @) be the
process that tests whether M is certified and has type S, for some S <: T. Finally,
the process let x = Meet(My, ..., M,) in P computes a new tuple representing the
result of merging the capabilities of the M;’s and binds such tuple to z: the result
of the meet is defined only if Migpr = Mgy for all 4,5 € [1..n].

All these operations are encoded with little effort by nested applications of projec-
tion, equality, verify and cast destructors.
let x = Typeof(M) in P else Q = let z = verify(Mcogpr, Mip) in
(if Mip = z1p then (if hash(M,}) = z then
(if hash(M) = 2z then (let z = rw in P) else let z = w in P))
else (if hash(M) = 27 then (let z =rin P) else let z = T in P))
else )
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let x = Meet(M,,..., M,) in P 2 let z = Merge((M;, M,)) in
let y = Merge((z, M3)) in ... let © = Merge((w, M,,)) in P

let x = Merge((M, N)) in P2 if M =T then
(if M) =T then (let z = N in P) else let z = (Np, N;*, M.}, Ncggr) in P
else (if M" =T then let x = (Np, M.}, N} Nogrr) in P else let z = N in P

if WF(M,T) then Pelse @ = let x = Typeof(M) in (if SUB(x,T) then P
else Q) else @

if SUB(M, N) then P else @ if (M =rw)V(N=T)V(M=N) then Pelse@

The process if (M; = Ny)V -V (M, = N,) then P else Q) can be coded by using
nested conditionals: we omit all the details.

For future reference, we note instead that the implementation is structured so
that such processes are activated as part of the communication protocols only in the
presence of precise invariants that guarantee that their (the processes’) behavior is
well-defined. More precisely, the communication protocols guarantee the following
conditions: (i) whenever we activate the process let x = (M, T) in P, Mcggrr is
indeed a certificate that certifies the remaining components of M, and the type of
M is S <: T, (ii) whenever we evaluate let z = Meet(M*, ..., M™) in P, M} ppr and
M,ppr are the same certificate which certifies the remaining components of M* and
M7 at their respective types for all 7, j € [1..n].

A further important remark is in order on the nature of the certificates and the
guarantees they convey. On the one hand, as we argued, the certificates help ex-
tract the capabilities from the representation of names. On the other hand, be-
ing self-signed a certificate does not by itself ensure that the capabilities extracted
from a term (Mp, M;, M Mcgrr) are valid encryption keys. That is indeed
the case for names generated by our implementation, but a term with this struc-
ture received from an arbitrary context may well be validated at type 71" with-
out being the representation of any name at any type. To illustrate, the (fake)
certificate C' = {pub(n), hash(M), hash(N)} privn) Will certify a write capability in
(pub(n), M, T,C) regardless of the structure of M, which can be any term.

Fortunately, one can build more structure in the implementation so as to protect
against such threats and give guarantees that any term used as a key is indeed a
valid key. We show how that can be accomplished in Section 4.4l

Message Filtering

All the communication protocols underlying our implementation run on the public
channel net. Consequently, as in [§], our implementation relies on the ability of
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processes to filter replays of messages, based on nonces. This is accomplished by
using the process if M & Set,, then P defined in Chapter 3.

The input of a message relies on two filtering protocols. The first picks a packet
from the net and proceeds with the continuation only if the message is successfully
decrypted; otherwise it re-emits the message and retries:

filter § with N in P £
rec X.net(x).decrypt x as {g}y in P else (net(z)| X)

The second protocol filters messages based on their types, and up-casts them at
those types.

filter zQt from cin P =
rec X.c(y).if WF(y,t) then (let z = fi(y,t) in P) else (c(y) | X)

The output of a message M on a network is realized by emitting M on the net
channel, typically encrypted. To ensure delivery, the emission is replicated, and
packaged with a fresh nonce, n, to protect against replay attacks. The nonce also
acts as a confounder for cryptanalysis attacks.

emit({M}n) £ (new n)! net({M, n}y)

4.3 A sound implementation

We are ready to give a formal definition of the two complementary components of the
implementation: the channel infrastructure for communication, and the compilation
of high-level processes. As anticipated, the idea is to set up appropriate channel
servers to support write and read requests for synchronization and value exchange;
the high-level processes of the pi calculus, in turn, are represented as clients running
corresponding protocols with the servers.

Channels and communication protocols

Each channel server is associated with two pairs of asymmetric keys employed in
the protocols for reading and for writing, respectively. The encryption keys are
circulated among clients as components of the tuples that represent the high-level
names; the decryption keys, in turn, are stored securely at the channel servers.

Write protocol. On the client side, writing on a channel is accomplished by
emitting a packet encrypted under the channel’s write encryption key. The message
is replicated to ensure delivery, and packaged with a nonce to protect against replay
attacks. The server, in turn, uses the write decryption key to receive the message,
uses the nonce to filter multiple copies of the message (hardly realistic, of course:
indeed, the solution from [8], based on a challenge response mechanisms, would work
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just as well here), and stores them into a private queue. It also filters based on the
format of the messages received, requiring that they match the format expected of
the encoding of names.

Read Protocol. On the client side, the reader process uses the channel’s read
encryption key to send a request to the server. The request takes the form of pair
including a symmetric encryption key that will be used to exchange the message
with the server, and (the representation of) a type at which the client expects its
input value. The client then waits for a message from the server encrypted under
the session key: upon receiving the packet, it proceeds with its continuation. The
server, in turn, uses the channel’s read decryption key to receive a request from the
client. To protect against replays, the server keeps track of the nonces received on a
private channel. After checking the freshness of the request, the server uses the type
to select one of the messages from its private queue and then encrypts the message
with the key. The nonce can be spared on the actual message sent by the server as
the key expires at the completion of the protocol (the server may easily filter out
replays of the session key).

The definition of the channel servers is reported in Table [4.1. We use the notation
n.. and ny, to refer to dk(rd(n)) and dk(wr(n)) respectively. The two private names
n® and n* hold, respectively, the message queue and the nonce set associated with
n. The definitions, as given, are adequate for monadic exchanges only, but the
extension to the polyadic case is relatively straightforward, as one may rely on
corresponding polyadic exchanges in the implementation language. Indeed, we could
simply associate an arity with each channel, and parameterize definition of the filters
(on the server and client sides) on that arity.

Compilation of high-level processes

Having defined the underlying framework, we now illustrate the compilation func-
tion.

The translation is given by induction on the typing judgments of the pi calculus,
and is only defined for derivable judgments. We remark, however, that the output
of the translation only depends on the structure of the processes, as the latter
contain enough information to guide the generation of the low-level code. On the
other hand, the typing information is useful in stating and proving the properties
of the translation, whenever we need to draw precise connections between the static
capability types of the high-level processes and the dynamic term capabilities of the
low-level principals.

The compilation function takes an extra argument, noted u, that collects information
on the equalities corresponding to the matching prefixes encountered in the traversal
of the process being compiled. This information is expressed as a set of bindings
u < v, with v and v syntactically different (if u and v are syntactically identical,
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Table 4.1 Channels and a compositional translation of client processes

Channels
WS, = Iilter (z,z) with ny, inif z & Set,« then n°(x)
RS, £ Ifilter (y,t,2) with n; in
if 2 & Set,~ then filter @t from n° in ! net({z},)
Chan,, = (new n*,n°) n*(0) | RS, | WS,
Clients
[Tou(al)], £ leta=[u],, 2=1[v],inemit({oNT},:)
[T>u(zQTl).P], 2 (new k) (let & = [w], in emit({sk(k), I}@j))

| filter z with sk(k) in [T, 2:T>P],

[Tofu=v]P;Q], = ifup=uvyp then [TMu:T(u) T (v) > P e
else [T>Q],
[To(newn:A)P], = (newn)(Chan,|[T,n:AvP],)
[>P|Ql, » [TsPLI[M>Ql,
[Te!P], = !'[T>P],
[T>0], £ O

Top—Ilevel translation [T'>P] £ [['>PJy

the binding convey no information). We note p[u<v| the extension of u with a
new binding. Also, we write u - u<v to indicate that u«sv is derivable from the
equational theory generated by p (notice that p b u<swv is decidable for finite y's).

The information conveyed by the argument u is exploited by the compiler to gen-
erate code that reconstructs the run-time type of a name, gathering the encryption
keys corresponding to the capability types available in the source calculus. More
precisely, the term formed by the compiler-generated code represents the run-time
counterpart of the meet taken on the types of all the names (or variables) that oc-
cur in an match enclosing the process being compiled. In Table 4.1, we express this
calculation using the notation let z = [u] , in P, which may be deﬁned formally as
the process let z = Meet{w | u - u < w} in P that computes the expected meet
and binds it to the fresh variable z. Notice that the set {w | u F u < w} is always
non-empty (even for an empty p) as p F u<u may be by reflexivity, for all 1 and w.

We are now ready to illustrate the clauses of the translation. An output in the
source calculus is compiled into a corresponding emission: before that, however, the
compiled code computes the appropriate representation for the term to be output
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and collects the cryptographic key required to form the packet emitted on the public
network. Likewise, an input process is compiled into code that runs the read protocol
after having collected the appropriate key. A high-level match is compiled into the
corresponding conditional low-level process: the name-equality test in the pi calculus
is realized as a corresponding test on the public keys associated with the names
involved. In addition, in case the test is successful, the continuation process is given
access, via u, to the new set of capabilities that corresponds to the meet of the two
types associated with the names equated in the pi process. As for restriction, the
translation of a high-level restriction generates a corresponding restriction together
with a new channel to be associated with the newly generated name. The remaining
clauses are defined homeomorphically. The definition of the translation function is
completed by a clause that introduces the top-level compilation map [-] .

Properties of the implementation

The format of the communication servers and the structure of the client code result-
ing from the translation ensure the following properties: (i) each message output by
a writer will reach at most one reader, and dually, (ii) a legitimate reader client will
complete the protocol provided that a type-compatible message on the same channel
has been output by a writer. Thus, if appropriate channels are allocated for the free
names of the high-level processes, one can prove that any pi synchronization on a
name is simulated by a corresponding reduction sequence in the implementation, and
conversely that the synchronizations on the channel queues in the implementation
reflect the 7-reductions of the source calculus.

Given the relative complexity of the implementation, the proof of operational
correspondence is elaborate. As a first, basic step, one needs a proof that the run-
time flow and management of the cryptographic keys representing the high-level type
capabilities provides the low-level clients with enough capabilities to simulate all of
the synchronizations of the well-typed processes. That can be proved by showing
that the translation is closed by substitution, in the sense made precise below.

Given a type environment I, define the term environment corresponding to I, noted
{1}, as follows:

{0 = {net/wo}, {La:Al}={I}, aftA/z

where x ¢ dom({I[}). Now we can state the desired closure properties for the
translation.

Lemma 42 (Substitution Closure). Let I" be a closed type environment such that
I'tv: A Then:

[T, a:Ae PI{(uhA)/z} ={Fy [T> P{v/x}]
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To show the main result of operational correspondence, as in [8], we must rely on
the presence of noise to prevent traffic analysis. Given the simple network interface
we have assumed, injecting noise into the network is simply accomplished by the

process
W £ !(new n)! net({n},)

which generates infinitely many copies of infinitely many secret packets. Now, we
complete the definition of the computing environment by including a general inter-
face to the network, the noise-generating process and channel support for the free
names shared between the processes and the environment.

Eif-] = —| W | ]J] Chan,

nedom(I)

As is often the case, our soundness result relies on the operational correspondence
of the translation (cf. [21], see also Section [5.1). The preservation direction of this
result is standard. On the other hand, ‘the ‘reflection” direction is subtle, as the
translation is not “prompt” [84]: in fact, it takes several steps for E([[ P]] to be
ready for the commit synchronization step on the channel queue that corresponds
to the high-level synchronization on the channel. These preparation steps have the
following properties: each reduction conducing to a commit (i) does not preclude
any other reduction and (ii) is invisible to the context. As we will show in the next
chapter, these reductions preserve behavioural equivalence and can be factored out
in the proof of the operational correspondence by resorting to a suitable notion of
administrative equivalence.

We have finally all we need to establish the result of operational correspondence.

Theorem 43 (Operational Correspondence). Let ' and I be two closed type
environments such that I <: 1. Then:

o If P == P then Bf[[T>P]] = ={f} E[[T>P']].

e Conversely, if E/[[I'> P]] == K then there exists P' s.t. P ——= P’ and
K ={n E[[T> P

Given a type environment I, to prove preservation and reflection of barbs we
define testing processes of the form

T = (new k)emit({sk(k), T}, +) |filter & with sk(k) in w()

where w & fn({I1[}). The idea is that whenever I = P |,, we know that I(a)" |

and P 22240 Thyus both {I[} contains the key a' to read from channel a

and there is a computation from Ej[[ P]r] such that Chan, contains in its queue
the message vtA. Finally we use a fresh name w to emit a signal whenever the
read request to Chan, actually succeeds. To this aim we let {I[},w/z be such that
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w & m{I}) and (I1[},w/2)(y) = a and we consider the process T closed by
{1}, w/z: TY £ (new k)emit({sk(k), T}, +) |filter Z with sk(k) in z(). We obtain
T*=TY{Lw/z[.

The following barb predicate I = P |+ (0} € A{I}) A {1} w/z
(T™| P) |, correspond to pi calculus barb I = P}, in the following sense.

Proposition 44. The following hold.
1. 1= Pl, implies 1 = E[[T> P] ]+
2. L= E([[T>P]]l,+ implies 1= P,
We can now prove that the translation [-] is sound, in the following sense.

Theorem 45. Let I, A and 1 be closed type environments s.t. T, A <: 1. If {1} &
E([T>P]] =4 Ei[[A>Q]], then 1= P =" Q.

Proof. We consider the relation defined as I F PZQ whenever {1} = E([[T>P]]]
A7 B[ A> Q] ], and we prove that Z is a typed behavioural equivalence. We prove
that Z is reduction closed by using the operational correspondence of the encoding.
In the following we omit to indicate the type environments inside the translation as

they are irrelevant for the proof. Let P P ; we apply preservation of execution
steps and find K s.t. E[[P]] = K and {I[} K =" E[[P']]. By reduc-
tion closure of =47 we easily deduce that there exists H s.t. E[Q]r] = H
and {1} = K =4 H. By reflection of execution steps we infer that there
is @ such that Q = @ and {I} = H ~* E[[Q']]. By the results above
and transitivity of 247 we conclude that {1} | Ef[[P']] =" E[[Q']r], which
in turn implies I = P'ZQ)’, as needed. That Z# is barb preserving is obtained

directly by using Proposition 44. Let I = P |,; thus I(a) <: r and in turn
af € Range({I]}). By the contextuality of =47 we find w ¢ fn({I}) s.t.
{1}, w/z = E[[P]] =4 E[Q]]. Let y be the variable such that {1[}(y) = a;.
From {I},w/z F TY and closure under parallel composition of =4 we infer
11l w/z E T|E[[P]]] =" T*|E[[Q]]. By the preservation direction of
Proposition 44/ we have I = Ei[[P]] §,+, that is {I}},w/z &= E[[P]]]T* {..
By barb preservation of 4™ we easily deduce {1[},w/z = Ef[[@Q]]|T*; this and
a; € Range({{1]}) let us infer I |= E[[Q]]{,+. We apply reflection of barbs and
obtain I = Q ., as needed.

Finally we show that & is contextual. Let I =1',a : A. To ensure closure under new
we need to prove that I' |= (new a : A)PZ(new a : A)Q. By the hypothesis on the
shape of I we know that the computing environment E;[—] = Ey[— | Chan,]. We ap-
ply contextuality of 247 obtaining {1} \ a | (new a)E([[ P]] =™ (new a)E;[[Q]].
It’s easy to see that {I[} \ a = {I'[}. By the result above, by a ¢ fn(Er) and
by definition of [ (new n : A)P] we deduce (new a)E([[ P]] = Er[[ (new a : A)P]].
From these results we infer {I'} = Ep[[ (new a: A)P]] =4 Ep[[ (new a : A)Q]]
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which in turn implies I |= (new a : A)PZ(new a : A)Q, as desired. For the second
clause of contextuality, we show that if [ = R then | = P | RZQ | R. From I+ R we
infer fn(R) C I. Moreover, we deduce that fn([R]) C {1} and that the encryption
keys occurring in the definition of [ R] generated around names free in [R] are
supplied by { I}, because of the assumption I - R. We find an applied pi process Tx
with bn(Tr) = bn(R) such that {I} F Tr and [ R] = Tr{I[}. From these and con-
textuality of 4™ we infer {1} E E[[P]]|[R] =*" E[[Q]]|[R]. By definition
of the encoding of parallel composition and by using some structural rearrangement
we obtain { I} = E[[P|R]] =" E[[Q|R]]|[R] and in turn the desired result,
I = P|RZQ | R. The last clause requires that a ¢ dom(I) implies I,a : A = PZQ).
Assuming a # net, it’s easy to see that the hypothesis above implies a & fn({{1[}).
The contextuality of =47 let us infer {I},a/s = E[[P]] = E[[Q]]; from
Proposition 40 we infer {1},aftd/%,a/s = E[[P]] =™ E[[Q]]. Let 0 =
{1}, anA/z,a/s. From the seed a we may build a channel for a exploiting closure
under parallel composition of 4™ ¢ |= E{[[ P]]| Chan,o =A™ E{[[Q]]]| Chan,o;
notice that Chanso = Chan,. We use erasure (Proposition 41) to remove the bind-
ing a/s and infer {1}, aftA/7 = Eraa[[ P]] 2" Erawal[@]]; from this we obtain
La:AE PZQ, as desired. m

The converse direction of Theorem 45 does not hold. In fact, as we noted,
the communication protocols presuppose a certain structure associated with names.
Indeed, for the names that are statically shared with the context, this structure
is easily enforced by allocating the corresponding channels as part of the encoding
definition. However, the context may dynamically generate new names that do not
satisfy the expected invariants. Notice, for instance, that the client of a reader
protocol presupposes a legitimate channel on the other end of the protocol and is
not protected against malformed messages received by illegitimate channels: given
that, it is easy to find a counter-example to full abstraction. For instance, in the
source calculus we have:

a:w = a(yQrw).y(xQrw).y{xQrw) = a(yQrw)

This is an instance of the APIQ calculus law a : w | a(x@rw).a{x@Qrw) =™ 0 that
we have seen in Chapter 2. This is an instance of the well-known asynchronous pi
calculus law a(z).a(z) = 0, and holds in our pi calculus for similar reasons. On the
other hand, one easily sees that for I :> I" we have

af/z W~ E[[T > a(y@Qrw).y(zQrw).y{zQrw) ] ] =A™ E[[T > a(y@Qrw)] ]

In fact, a context may create the legitimate representation of a full-fledged name b
and exchange it over a; the subsequent request emit({sk(k), rw},+) made by the left
process can now be decrypted by the context, which possesses the decryption key
b,, and thus the left reduct Ef[[T",b : rw > b(z@rw).b(x@rw) ] | can be distinguished
from the null process E;[0] (i.e., the process environment I', b : rw is not compatible
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with the context environment I). The following context exploits this attack to tell
apart the two implementations:

C[=] & — | (new b)net({b},+) | net(x).decrypt x as {},- in e()

4.4 A fully abstract implementation using a cer-
tification authority

To recover full abstraction, we must shield our translated processes from such unde-
sired interactions. That may be achieved by setting up the synchronization protocols
so as to ensure that all the exchanges occur over system-generated, trusted channels
whose decryption keys remain secret.

The new translation introduces a separation between client names, used syn-
tactically by context processes and by translated processes to communicate, and
corresponding server names generated within the system and associated with sys-
tem generated channels to be employed in the actual protocols for communication.

A proxy server maintains an association map between client and server names so
as to preserve the expected interactions among clients. The map is implemented as
a list of entries of the form (pub(n),m), whose intended invariant is that m is the
server counterpart of the client name n. As introduced in Chapter 3 we call this
data structure a table. We call pub(n) the index of the entry, and m the target. The
proxy map is set up to ensure that each index has exactly one target. We represent
the public keys used by the proxy service by letting k5 = ek(k) and k, 2 dk(k),
with £ a seed not known to the environment.

The read/write protocols follow the same rationale as in the previous translation,
with the difference that now the clients must first obtain the access to the system
channel by contacting the proxy server. The interaction between clients and proxy
is as follows: the client presents a name to the proxy and the proxy replies with the
corresponding server name cast at the (true) type of the name sent by the client.
In case the name received is new, the proxy returns a fresh server name for which
it also allocates a system channel. On the client side, the protocol is implemented
as shown below:

link (u,y) in P =
(new h)emit({sk(h), u, }+) | filter y with sk(h) in P

For the proxy side, the definition is found in Table4.2. The only subtlety is that upon
receiving a name that does not occur in the association map, the proxy allocates
two indexes for the same target: one index is the name received from the client,
the other is the public key of the target itself. This second association is needed
to make linking idempotent, so that linking a server name always returns the same
name. One may wonder how a client could possibly end up requesting a link for a



4.4. A fully abstract implementation using a certification authority 87

server name as (i) server names originate from the proxy, and (ii) are never passed
on any exchange by the clients. Notice however, that this invariant is only true of
the clients that arise from the translation, not for arbitrary applied pi processes of
the context.

Table 4.2 Fully Abstract Translation

Proxy server

P, = Iilter (k,z,y) with k, inif y & Sety then
let s = Typeof (x) in
t(z).let y =?(xp, 2) in t(z) | 'net{({yMs}tr)
else (new n)Chan,, | t{(z :: xrp;n) :: (nrp;n))
| 'net({nfrs}x)
Proxy = (new t,t*) P, |t{0)|t*(D)
Channels
WS, = IMilter (z,z) with nz, in if z & Set, then n°(z)
RS, = Ifilter (y,t,2) with n_ in
if z & Set,» then filter x from n°@t in ! net({z},)
Chan,, = (new n*,n°) n*(0)) | RS, | WS,
Clients
(Tou(al)), = letda=[u],, 0=_[v],inlink (@ftw,z) in emit({of T}, )
(P>u(z@T).P)y, = (leta=[u], inlink (@fir,y) in (new k) emit({sk(k), T},+))
| filter z with sk(k) in (I',z:Tv>P),
(Pelu=v]P;Q), = ifup=uvp then (LMol (w) ML (0) > P) e
else (I'>Q),
(T'>(newn:A)P), = (newn)([,n:A>P),

(1>

lI>

1 T P)

)
(TePlQ), (T P)u[(T>Q),
)
) 0

—~
—
v
o

=

[>

Top—level translation (I'sP) £ (TI'>P)y

Having given the intuitions, the definitions in Table 4.2 should be easily understood.
Notice that the clause for restriction is defined homomorphically in this translation,
as the creation of the channel is delegated entirely to the proxy server. In the
translation of the matching construct, we could test matching on linked names
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(which would make the translation more uniform), rather than on client names.
While this choice has no consequences in the centralized translation, it does create a
problem in the distributed implementation that we will present in Chapter 0. Indeed
in that case matching should test names linked on the same proxy and this creates
a technical problem as names are known at different proxies, under different linked
names.

Full Abstraction

Having set up the underlying infrastructure, we now have the expected protection
against hostile contexts. We may therefore strengthen the result of Theorem 45! as
desired, provided that we plug our processes in the appropriate computing environ-
ment. We first define

CE[-] = —|W | Prozy

and let the low-level term environments corresponding to the high-level type envi-
ronment be extended with a new binding expressing the knowledge of the public
proxy encryption key k} needed to interact with the proxy. We obtain that the
encoding (-) is sound and complete.

Theorem 46. Let I, A and 1 be closed type environments such that 'y A <: 1. Then:

I P="Q iff {11 kE/yl=CE[(T > P)|=""CE[(A>Q)] .

4.5 Related work

In the literature on process calculi, a standard method to study the expressiveness of
a calculus is to provide an encoding in another, possibly well-studied formalism, and
to reason on the semantic properties preserved by the encoding. The expressivity
of the pi calculus and its fragments has been studied intensively, e.g. [99, 85 [84]
211, 169, [32], 35, [33]; mint process calculi are often related to the pi calculus, e.g.
[511, 27, [86), (17, 16, 108, 54].

Translations from high level calculi using abstractions as secure channels and
types to lower-level ones using open communications and cryptographic functions
are often referred as implementations [12 [} 10} 8]. Indeed, from an abstract point
of view, the low-level language models the open and distributed communications
that characterize actual network protocols. In this field, the work closest to ours
is [8]. In that paper, a fully abstract encoding of the join calculus into a dialect of
join using cryptographic primitives is given. The located nature of channels in the
join calculus makes it possible to rely on a very compact representation in which a
communication channel a is associated with a low level key name a™, and to protect
communications using an asymmetric cryptosystem. The authors of [8] propose two
encodings, with different purposes. A first, compositional encoding translates every
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message of the source process in a cryptographic protocol without any assumption
on the distribution of processes. The second encoding avoids the use of cryptog-
raphy for all communications by using a centralized context that acts as a firewall
with an encrypting tunnel [9]. Join processes immersed in this context execute in-
ternal communications without be disturbed by the firewall, while messages sent
outside the context boundary and received from the context are respectively mar-
shalled and unmarshalled by encoding/decoding contents. The authors prove that
the two encodings are equivalent, up-to behavioral equivalence. The soundness of
the compositional encoding is based on correctness conditions for the protocol; for
instance (a) the emission of a message needs to be non-interruptible, (b) a recipient
of a message upon picking a “wrong message” needs both to recover it’s initial state
and to make the picked message available, (c¢) an emission needs not to interfere with
other emissions. We followed these guidelines and devised cryptographic protocols
that satisfy the conditions above.

The problem of preserving the forward secrecy of communications (see Section
4.1) in [8] is avoided altogether, because in the join calculus the capability of receiv-
ing on a channel can never been transferred. Quoting the authors: “An advantage
of the join-calculus as the starting point of our work is that, it relies on asymmetric
(one-directional) channels, unlike the standard pi calculus which relies on symmetric
(two-directional) channels. We did in fact attempt to use the pi calculus, but we
encountered a subtle difficulty [1]”. The use of join-calculus instead of pi calculus
does not entail a loss of expressiveness, because there is a fully abstract encoding
from the pi calculus without matching in the join-calculus [51]; like ours, the trans-
lation relies both on the presence of proxy pairs of internal and external names, and
on relays among the pairs components. By composing the two encodings [51],[8]
one obtains a fully abstract encoding of the pi calculus without matching. How-
ever, the approach followed in [51] to encode the pi calculus does not extend in the
presence of matching. This is because, as noted in [104], the ability of test syntac-
tic equality on names invalidates the semantic equalities on names provided by the
equators [65] used in [51] to merge internal and external names. Therefore, it is not
clear how to implement matching in a join calculus extended with a name-matching
construct [53, [8].

A different approach to the implementation of high level channel abstractions is
followed in [14]; in that paper high level processes are mapped in a computational
setting, rather than in an algebraic framework. The authors implement high-level
functionalities of a variant of the pi calculus supporting reliable messaging and
authentication primitives, by using concrete cryptography based on probabilistic al-
gorithms that operate on bitstrings. This is in contrast with the algebraic view of
cryptographic protocols followed in this thesis and in other recent works, e.g. [10, 8].
We agree that the approach we followed is probably too abstract. Providing a cryp-
tographically sound implementation of the type-based management of capabilities
we have presented in this thesis seems to us an interesting challenge.
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Proofs

In this chapter we present the proofs of the results of Chapter 4. We first intro-
duce the outline of the proof of soundness. Then we introduce the definitions of
administrative reductions and equivalence and prove some useful properties of ad-
ministrative equivalence and its variants. Then we prove cryptographic Lemmas
that will be useful to treat the leftover of the protocol as noise (cf. [8]). The next
sections are dedicated respectively to the proof of the soundness and completeness
of the encoding ().

5.1 Outline of the proof of soundness

In programming languages translations, often the soundness of the encoding is a
direct consequence of the operational correspondence:

(i) P— P’ implies { P} — Z{P'|}
(ii) { P} — @ implies 3P’ . P — P’ and Q#{ P’ |}

Here % is a behavioural equivalence finer as possible (= often not suffices, e.g. [21]).
(i) is often called preservation of execution steps while (ii) is called reflection of
executions steps. While preservation is typically easily gained, the reflection of exe-
cutions is stated as above only for “prompt” encodings [84], i.e. encodings that are
immediately ready to execute a move that match an non-translated reduction. Prov-
ing reflection in non-prompt encodings often needs workarounds that are typically
ad-hoc for the specific translation.

In this section we outline the approach we have used in order to prove the
soundness of our encoding (that is non-prompt) and particularly the reflection of
executions steps (see Proposition [87). The technique relies on a partitioning of
the reduction relation of the transition system of the calculus that is the target
of the encoding, in two smaller relations, noted A, and —*, that are partially
confluent. Here the reductions —2- represent those introduced by the encoding in
order to prepare the protocol for the commit action and to complete the protocol.
In contrast, —— represents the commit action that corresponds to the high level
execution step.
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To ease the readability of the outline, we consider an applied pi calculus with
unlabelled semantics and a standard notion of contextuality for behavioral equiva-
lence. We let solid and dotted lines indicate respectively universal and existential
quantification. For a relation #Z we let Z~ be its reflexive closure.

The first step is to define when a reduction is administrative. While in the
next section we give a definition based on the classification of the reductions of the
encoded processes, for the sake of clearness here we base the definition on the prop-
erties sufficient to our aim. Such properties are exploited in the proof of Proposition
0ok

Definition 19. Let P be a closed process. We let administrative reduction, noted
i>, be the subset —s=— \ —= induced by the following diagrams.

A / A /

P — P P — P
A AE: 5 s
A i A i

) L -0 ) 2L .o

We let =25 be the reflexive and transitive closure of —. We update the definition
of behavioral equivalence for this simplified applied pi calculus. We say that a
relation is contextual if it is closed under all contexts of the language.

Definition 20 (Behavioral equivalence). Behavioral equivalence, noted ~47, is
the largest symmetric relation Z C & x & that is barb preserving, contextual and
such that PZQ and P — P’ implies that there is Q' such that Q — Q' and
P'ZQ) .

Behavioral equivalence relate processes that may need a different number of
execution steps to reach related redexes. For this reason, it is often too loose, and
smaller relations considering a more finer treatment of weak reductions have been
introduced, e.g. [103]. Following this approach, we give a notion of equivalence that
ignores only reductions that have the confluence properties defined above.

Definition 21 (Administrative equivalence). Administrative equivalence, noted

~4, is the largest symmetric relation Z C P x & that is strong barb preserving,

contextual and such that PZ() implies:
o P L p imply Q A, Q' for some Q" such that P'ZQ)’
o P P imply Q A, s, A Q' for some Q' such that P'ZQ) .

We then prove that administrative equivalence is indeed an equivalence relation,
and that is included in behavioral equivalence.
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Proposition 47. If P =~ Q then P =47 ().

Then we show an important property of administrative equivalence that says
that is closed under administrative reductions, in the following sense.

Lemma 48. If P -2 P’ then P ~A P'.
Roughly, we gain the following result.

Proposition 49 (Operational Correspondence). Let P be an APIQ calculus
process and let I' be a closed type environment such that I' - P.

(i) P -5 P implies [ P] =2 —~A [ P']
(ii) H~*[P] AN H -5 H' implies 3P" such that P => P' and H' =~* [ P']

Proof. (i) is proved by induction on the derivation of P — P’ . (ii) is proved
in two steps. If H A, ' we use the lemma above and infer H ~* H’ and in
turn by transitivity of ~4 we obtain H' ~* [P], as requested. Otherwise we

have the transition H —— H’, and by definition there is K, K’ such that [ P] B
K =2 K’ and H' ~* K’. We then show that there is a canonical sequence of

administrative reductions, noted %;, only including the administrative steps from
[ P] required to enable the synchronization in K, and having the following property:

S

[P] A *,~4 K’. We therefore prove that when the reductions above hold, there
is P’ such that P — P’ and [P'] ~* K’. This is done by case analysis on —
and by observing that the low-level commit actions arise when reductions occur on
a channel queue, and that any of such queue reductions occurs only when at the
high level there is a dynamically typed synchronization. Finally we use transitivity
of ~* to infer the expected result, [ P'] ~* H'.

The proposition above and the inclusion of administrative equivalence in behav-
ioral equivalence let us prove the Theorem of soundness of the translation (see [21]
and the proof of Theorem [15). We let =™ be the non-indexed version of behavioral
equivalence for APIQ calculus processes.

Theorem 50. Let P, () be APIQ calculus processes and let I'; A be closed type envi-
ronments such that T = P and AF Q. If [P] =™ [Q] then P ~™ Q.

Discussion The approach we followed draws inspiration from the up to technique
used by Fournet in his doctoral dissertation [50] to prove the completeness of the
encoding of the pi calculus into the join calculus. Based on a confluence theorem
by Van Oostrom [1(7], the author devised a sound up to technique based on a sub-
set of the reduction relation, namely deterministic reduction, that roughly satisfies
our two diagrams plus other diagrams used to “roll back” such reductions. These
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further conditions are too strong for our encoding. There is however an important
difference among the diagrams we share: we match each commit reduction with ex-
actly one commit reduction, while in [50] it is admitted that a commit reduction it
is matched in zero or one commit reductions. This would invalidate our reasonings
on the operational corresponding of encodings, that are based on the assumption
that administrative equivalence relate processes that have executed exactly the same
number of commit while they may differ in administrative steps introduced by the
synchronization protocol.

5.2 Administrative equivalences

As introduced in Sections 4.3/ and 5.1, our translated processes need to execute
several steps before to be ready for the commit synchronization step on the channel
queue that corresponds to the high-level synchronization on the channel. As it turns
out, however, these steps are not observable and can be factored out in the proof
by resorting to a suitable notion of (term-indexed) administrative equivalence ~4.
The definition of ~4 draws on a classification for the reductions of the compiled
processes into commitment steps, corresponding to synchronizations on the channel
queues, and administrative reductions, corresponding to the steps that precede and
follow the commitment steps (similarly to [55]). Then two processes are equated by
~4 only if they are behaviorally equivalent and, in addition, they can simulate each
other’s commitment transitions in a ‘strong’ way.

Given these intuitions, in the following we present the definition of administrative
reduction and equivalence. Then we prove some interesting closure properties of
administrative equivalence, and we show that the relation is contained in behavioral
equivalence.

Remark The translations we presented in the previous chapter make use of re-
cursion in filtering packets from the network. The recursion mechanism is imple-
mented through the process rec X.P = (new a) (a() |!a().P{a()/X}) with a & fn(P).
Clearly, this make filtering not prompt, i.e. filter § with N in P needs to execute a
deterministic step to be able to receive a packet from the network. As we will show,
this step is not visible up to administrative equivalence. Nevertheless, to ease the
proofs presented in this chapter it is convenient to consider prompt filters. To this
aim we modify recursion as in the following (admitely less elegant) definition:

rec X.P 2 (new a) (P{a{)/X}|'a().P{a()/X}) a ¢ fn(P) .

Administrative reductions and equivalence

Based on these intuitions, in the following we introduce the notion of administrative
reduction.
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A reduction is administrative whenever satisfies one of the clauses of the Defini-
tion 22 introduced some lines below; we assume that the processes of interest use a
public interface for communications.

The first clause is clear. The second clause describes a protocol that uses a symmetric
cryptoscheme and that is formed by a recursive filter process waiting for packets on
the public interface and a replicated public emission of the packet waited by the filter;
the reduction involving the filter receiving the packet is administrative whenever the
content of the packet has the correct arity and there not exists another packet with
different content that could be accepted by the filter.

The third clause describes a similar protocol involving a recursive filter and a
public output and says that a reduction is administrative whenever is inferred from
the filter receiving a wrong packet (i.e., encrypted with a different key or containing
terms mismatching the expected arity). The fourth clause describes the behaviour
of a filter of type T on a private channel n° which receives a term which represents
a type S that is not a sub-type of T. The fifth clause describes the behaviour of a
process which receives a set carried on by a private output n*(M) and then tests if
a term NN belong to the set and if yes continue as @); the reduction is administrative
whenever the existence in the scope of n* of a testing process on the same term N
and continuing as )’ implies that Q = Q.

The sixth clause describes a protocol where a table list carried on a private
channel is managed in a way similar to that of the Proxy server (see Tab. [4.2). The
managing of the table is done by a meta-process Ty (@) defined around @; here @
is a process with free variables that will be closed in Tx(Q). The reduction under
analysis is the one where Ty (Q) receives a table M from a private output ¢(M).
Next the continuation of Tn(Q) tests if M contains an index N;p (and in case
binding the associated entry to the free variables of @)): if yes the process continue
as t(M) | Q otherwise it creates a channel for the fresh name n, outputs on t the
updated M :: (Nyp;n) :: (n;p;n) and executes @ with n binding the free variables of
@. The last clause says that that the unblocking reduction by which we implement
recursion in rec X.P is administrative.

In the following, for terms M, N we write M = N to indicate that M is syntac-
tically equal to N; we write | M| to refer to the dimension of M.

Definition 22 (Administrative reduction). Let net € fn(P) and suppose P ——

P'. We say that P — P’ is an administrative reduction, noted P A p , when
Pl.& P'|, and one of the following cases holds:

1. the reduction is inferred from a synchronization among a replicated input on
net and a replicated output on net;

2. P = Cffilter j with sk(N) in P |!net({M}quw))] and
P = Cffilter {M}gny with sk(N) in P|!net({M}g))] and |M| = |g]
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and VC',M' : P = C'[net({M'}guny)] N |M'| = |g| = M = M where

~ net(M)
filter M with N in P is the process () s.t. filter £ with N in P ——— Q);

3. P = Clfilter § with sk(N) in P|net(M)] and P" = C|[filter M with sk(N) in P)]
and (M = {M"} o) A M| = |5]);

4. P = C[(new n°)Q |filter g from n°QT in P|n°(M)]| and
P’ = Cl(new n°)Q |filter M from n°QT in P] and M has type S £: T where
(M)
filter M from c@QT in P is the process Q) s.t. filter T from cQT in P —— Q);
5. P = Cl(new n*)n*(N) | jerif N; & Set,,~ then Q;] and P’ = C|(new n*)(if N; &
N then n*(N; = N)|Q; else n*(N)) |icnjif N; € Set,- then Q;] and Vi, j €

6. P=C|(new t)t(M) | icrTn,(Q;)] and P' = C[(new t)let § =7(N;p, M) in
t(M)|Q; else ((new n)Chan, |t((Njip,n) * (nrp,n) $
M) |Qi{n/3}) lienyTn,(Q)]  where Tn(Q) = tz)let § =

?(Nip,z) in t(z) | Q else (new n)Chan,,
[t((N1p 2 m) = (nipsn) == 2) [Qfn/g} and fo(Q) = y;

7. P = C[(new n)n() | 'n(z).Q{n()/X}] and P' = Clrec X.Q] where n & fn(Q);
where [ =1,...,n. We let =2 be the reflexive and transitive closure of A,
We set —s= — \ A,

Based on this we have the following notion of equivalence that ignores adminis-
trative reductions.

Definition 23 (Administrative equivalence). Administrative equivalence, noted

~A is the largest symmetric and contextual term-indexed relation # such that p |=

PZQ) implies:
o ifpl= Pl, then p = Qln
o P L p imply Q A Q' for some Q' such that p = P'ZQ)’
e P— P imply Q A, A Q' for some Q' such that p = P'ZQ) .

The first desirable property is that ~4 is indeed an equivalence. We first need a
technical lemma.

Lemma 51. Assume p = P %;‘ Q. The following hold.
(i) (P=%P)=3Q.Q=2Q N P ~'qQ

(i) (P=5—=5P)=3Q.Q=-=2Q A P~ (Q
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Proof. The proof of (i) is is analogous to the proof of Proposition 33; we prove (ii).
Let P ~ NA @ and suppose P A p—, pr A pr By definition EIQ’ such that

Q SN Q’ and Q' ~ A P'. By this we infer that there is Q" such that @’ A, A Q"
and Q" ~ A P Flnally we infer that 3Q* such that Q" A, Q* and P* = A Q*. We
glue the reductlons obtaining () :>—>:>~;‘ P~ as desired. O

Proposition 52. ~4 is an equivalence relation.

Proof. It’s easy to see that ~~4 is reflexive; by definition the relation is symmetric.
We therefore prove that ~ is transitive. We proceed by chasing-diagram arguments
and show that ~4~* is an administrative equivalence.

Let P ~2 R z;‘ Q. From fn(P,R) C fn(p) and fn(R,Q) C fn(p) we obtain
fn(P,Q) C fn(p). To see barb preservation, let p = P |,; by definition p = R |, and
in turn p = @ |4, as needed. To see reduction closure, let P A p By hypothesis
we have that there is R such that R =2 R’ and P’ ~ A R’'. By the hypothesis

R %;‘ @ and (i) we infer that there is Q" such that Q A, Q’ and R’ ~ A @', as needed.
By gluing fn(P', R') C fn(p) and fn(R’, Q') we obtain fn(P’', Q') C fn( ). Otherwise
assume P — P’. By hypothesis we have that there is R such that R 4 AR
and P’ ~ A R'. By (ii) we infer that there is @’ such that @ NN N Q' and
Q ~ A R, as needed.

That NA 4 is symmetric can be easily viewed by following the same proof when
the hypothesis regards Q. Next we prove that ~4~* is contextual. Let P N;‘ R ~4 ~,
Q. To see closure under composition assume p - S* and let S = S*p. By hypothesis
both p = P|S~* R|Sand p | R|S ~* Q|S. Thus p | P|S =4~ Q| S, as
needed. Moreover fn(P,S,Q) C fn(p). Now let n & fn(p). We have p,n/x = P =47
R and p,n/z = R =7 Q; thus p,n/x | P =A™=2A7 () as desired. Trivially we
have fn(P,Q) C fn(p,n/x). Finally we know p\ n [= (new n)P =47 (new n)R and
p\n = (new n)R =47 (new n)Q); this implies p \ n = (new n) P =AT2AT (new n)Q.
From the hypotheses above we know fn((new n)P, (new n)Q) C fn(p \ n), and we
are done.

]

A simple, but important property of ~4 is that it is contained in =47. More
precisely:

Lemma 53. If p = P~ Q then p | P =47 Q.

Proof. Let p = PZQ whenever p = P ~* Q. The contextuality of % follows
directly from the definition of ~“. To see that % preserve barbs, suppose p = P |4;
by definition of ~* we have p = @Q |, and in turn p = Q |4, as requested. To see

T A
reduction closure, let P —— P’. In case P —— P’ we infer that 3Q’ s.t. Q 4, Q'
and p = P' =4 Q’ We have thus found @’ s.t. Q@ = @' and p F PZQ’. In
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case P —— P’ we infer that 3Q’ s.t. Q == —=2 Q' and p = P ~* @'. Thus
Q == Q' and p = P'ZQ'. ]

A hierarchy of administrative equivalences

In carrying out proofs, it is often convenient to consider relations smaller than
administrative equivalence. To this aim, we introduce the strong version and an
asymmetric version of administrative equivalence (cf. [103]).

We first define the strong version of administrative equivalence.

Definition 24 (Strong administrative equivalence). Strong administrative
equivalence, noted ~*, is the largest symmetric, contextual term-indexed relation
X such that p |= PZQ implies:

« pEPL iffpEQL
o P p implies QQ A, Q' for some Q' such that p = P'ZQ)’
e P — P implies Q — Q' for some Q' such that p = P'ZQ)’.

The proof of the following result follows the same rationale of the respective

proofs for ~A4.

Lemma 54. ~* is an equivalence relation.

The next lemma says that structural congruence is included in strong administra-
tive equivalence. The lemma relies on the commutation of administrative reductions
with =.

Proposition 55. Let P = Q. The following hold.
1. If P A, P then there is Q s.t. Q A, Q' and P' = Q';
2. If P — P’ then there is Q' s.t. Q — Q' and P' = Q'.

Proof. We first prove (1). Suppose P A, P'. Let n be the clause of Def. 22

from which P —25 P’ has been inferred. Let P,, P/ be the processes such that in
Def. 22(n) we have P = P, and P’ = P/. For instance when n = 1 by Def. 22(1)
we infer P, = C[!'net(M)|!net(x).S], for some M and S, and P = C|[! net(M)
| 'net(x).S | S{M/x}]. From transitivity of = we infer @) = P,. From Prop. 37 and
P = (@ we infer that there is Q)" such that SN Q@' and P’ = ()'. By transitivity of
= we have ' = P). Therefore by Definition 22(n) we obtain @ A, Q', as desired.
Next we prove (2). Suppose P — P’. Therefore for all clause n of Def. 22/ we have
that =(P = P, A P’ = P!) where P, and P, are defined as above. From Q) = P

and Prop. 37 we infer that there is @)’ such that SN Q' and P’ = @'. From
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transitivity of = and P = @ and P’ = (' and the hypothesis above we infer that
for all clause n of Definition 22/ we have =(Q = P, A Q' = P), that is Q — ', as
desired.

O

Lemma 56. If P = Q then p = P ~* Q.

Proof. Let p = PZQ whenever P = (). We show that Z is a strong administrative
equivalence. From strong barb preservation of = we infer that % is strong barb
preserving. Since = is preserved by all operators of applied pi calculus and since p is
arbitrary we easily infer that Z is contextual. We prove that % is reduction closed.

Let p = PZQ). Suppose P AP By Propl55(1) we have that there is @' such
that Q A, Q' and P’ = @'. By definition p = P'ZQ)’, as desired. Now suppose
P — P’. We apply Prop/55(2) and find @' such that Q — @' and P’ = Q’. We
obtain p = P'Z(@)’, as desired. ]

As one would expect we have that strong administrative equivalence is included
in administrative equivalence.

Lemma 57. If pl= P~ Q then p = P =4 Q.

Proof. Let Z be the relation containing the couples related by the lemma and sup-
pose p = P ~% Q. Contextuality and barb preservation of % are straightforward.

To see that R is reduction closed, suppose P A, p By definition of ~“ we have
that there exists )’ such that @ A, Q' and p = P' ~* Q'. We have thus found @’

such that @ =N Q' and p = P’ZQ)’. Now suppose P — P’. From definition of %
we infer that there exists Q' such that Q — Q" and p = P’ ~* @'. We have done

as this implies ) SN Q' and p | P'ZQ)’, as desired. m

We define an asymmetric variant of administrative equivalence that will be useful
in proving that a relation is contained in this equivalence (cf. [103]). We let 2 be

. A
the reflexive closure of —.

Definition 25 (Administrative expansion). Administrative expansion, noted
=4, is the largest contestual term-indezed relation Z such that p |= PAQ implies:

e pEPLiff pEQln

o P L p implies Q) A Q' for some Q' such that p = P'ZQ’

e P — P implies Q — Q' for some Q' such that p = P'ZQ)’

o Q — Q implies P =25 —=4 P’ for some P such that p = P'ZQ)

o Q-5 Q implies P =252 P for some P’ such that p = P'2ZQ.
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When convenient we will write often p = Q <4 P whenever (p, P,Q) €>4.
The following result ensures transitivity of =“. We first need a technical lemma.

Lemma 58. Let P ... -2 P’ be noted as P 2= P' whenever n > 0. Then
[ —

n times

() (P=rQAQEEQAm=0)= EP.PL P AnzmAP = Q)

Proof. We proceed by induction on m. To ease the notation we write P AL pr
whenever P == P’ and n > 0. The base case m = 0 trivially holds by choosing
P’ = P. For the induction step, let the hypothesis holds for m and assume @ A%
Q' A, Q*. By L.H. we have P’ AL P for some P* s.t. P >_-;1 Q*. We glue

the results and infer that P égtf " that actually proves the claim since by
hypothesis n > m. O

Proposition 59. >4 is a preorder.

Proof. The reflexivity of =4 follows easily by showing that the identity relation is
an administrative expansion. To show transitivity, we consider the relation =4>4
and we show that is an administrative expansion. Let P if R i;‘ Q. To see that
the relation is barb preserving assume p = P |,. By hypothesis p = R |, and
again by hypothesis p = @ |,. The other direction is analogous since the clause
for barb preservation is symmetric in =“. To see reduction closure, we first assume
P -4, P'. By hypothesis we have that there is R’ such that (i) R A R or (ii)
R =Rand p | P =" R'. In case (i) by hypothesis we infer that there is @’ such
that Q A Q' with p = R =4 @Q'. Thus p = P’ =4=4 @', as needed. In case
(i) from the hypothesis p = R =% Q we infer p | P’ =4=4 @, as desired. The
case P — P’ is trivial. The next case is ) — @’. By hypothesis there is R’
such that R =2 =2 R’ and p = R =4 Q. Thus there are processes Ry, Ry

and integers m’,m” such that R A% R, — Ry A% R By Lemma 58 and the

hypothesis P i;‘ R we infer that there is P’ and n’ > m/ such that P A P, and
p | P, =4 R;. Next by this and R, — Ry we infer that P, — P, for some P,
st. pE Py = Ry. Finally from Lemma 58 we infer that for some P’ and n” > m”

we have P A—nﬁ> P and p = P’ =4 R'. From these results we infer P A, A p
and from p = P’ == ' we obtain reduction closure. The case Q A, Q' follows
directly from Lemma 58. Briefly, from the hypothesis above we infer R 2% R for
some m >0 and R's.t. pj= R =4 Q' and in turn P éif R’ for some n > m, as
requested.

The proof that the relation is contextual is analogous to the demonstration of
contextuality of ~%a4 that we have drawn in Proposition 52! O]
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The following results relate = with ~4 and ~*.
Proposition 60. If p|= P ~* Q then p|= P =2 Q and p = Q =* P.
Proof. Analogous to the proof of Lemma [57.
Proposition 61. If p = P =4 Q then p = P =4 Q.

Proof. Let % be the relation such that p = PZQ whenever p = P =4 Q . That
Z is barb preserving and contextual is straightforward. To see reduction closure

assume P 5 P/, By definition of # we infer that there is @)’ such that @ A Q'

and p = P’ =4 Q'. We have thus found Q' such that @ A Q' and pE PZQ, as
desired. Next suppose P — P’. By definition of % we infer that there is ) such

that Q — @' and p = P’ =4 Q'. Therefore A A Q and p E PZQ’, as
desired. Now suppose Q — Q’. By definition of % we infer that there is P’ such
that P =2 —=2s P’ and pE P =4 Q' as desired since by definition this implies
p | PZQ . Finally let Q A, Q'. By definition of Z we infer that there is P’ such
that P =25 —5=2s P’ and p = P =4 Q. We have done as from the previous result

we infer P =2 P’ and p = P'ZQ)', as desired.
]

The following corollary summarizes all previous results about the classification
of the relations over applied pi calculus processes that we have introduced.

Corollary 62. The following inclusions hold.

= g ~A g EA g %A g Am

1%

Up to techniques

In this section we setup up to techniques (cf. [101,94]) for administrative equivalence
and for behavioral equivalence. The following technique is used to prove Lemmas
73, 8Tl

Definition 26 (Up to technique). A term-indezxed relation % is an administrative
equivalence up to expansion if it symmetric, strong barb preserving, contextual up to
=4, =4 and s.t. p = PZQ implies

o P L p imply Q N Q' for some Q' such that p = P' =4 % <4 Q'

e P— P imply Q NN N Q' for some Q' such that p = P' =4 % <4 Q'

Lemma 63. If Z is an administrative equivalence up to expansion, then Z C~4.
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Proof. Let . ==4 % <4. We need to show that .# is an administrative equiva-
lence. Then by . Ca“ one has #Z C~A.

Let P i;‘ P20 j;‘ Q. To see that . preserve barbs, assume p = P |,. By
definition of =4 we have p = P* |,. By definition of Z we have p = Q* |,, and by

Q :‘;‘ Q* we infer p = @ |,. The case p = @ |, is analogous.

To see reduction closure assume P — P;. The case whether P* does not match
the move is trivial as in this case P’ tf P*ZQ* j;‘ . Otherwise by the properties
of i‘;‘ and Z and by using Lemma [58 we build the following diagram:

A R <A
P —P P* Q* —P Q
A A A"im >0 A"in>m
=4 i =4 R =<4 : =4 i
“p . “p —p . —p
) S X ) A —— R — [0 JEn— [ — 1

From transitivity of =4 (see Prop. [59) we infer that if p  P.¥ Q and P A p

there is () s.t. @ =N Q1 and p = P . 1. The diagram for @) A, (21 is analogous
as Z is symmetric.

It remains to analyze the case P — P;. By the properties of z‘;‘ and Z we
build the following diagram; the last inference on the right is obtained exactly by
the same steps we did in the proof of transitivity of =4.

=4 R <A
P —P P* Q* —P Q
A™ i/ >0 A" ip! > m/
A\ A\
Am” "> An” "> !
A A A A
A < A 2V " = v
P1 ................... Pl .................. Pl .................... Ql ...................... Ql .................................... Ql

From transitivity of =4 and the diagram above we infer that if p = P.# Q and

P — Pj there is () s.t. @ SN Q1 and p = P .7 Q1. The case Q — (4
is similar.
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Last, we prove that % is contextual. Suppose p - R* and let R = R*p. By the
contextuality of =4 we infer p | P|R =4 P*|R. Similarly p = Q| R =* Q* | R.
By the contextuality of £ up to =4, < we have that p = P*| R =4 % <4 Q*| R.
From transitivity of =4 and these results we infer p = P| R.% Q| R, as requested.

Now consider a name n & fn(p). By the contextuality of =% we have both
p,njr = P =4 P*and p,n/z | Q =% Q*. By definition of Z we have p,n/z |=
P* =4 % <4 Q*. By transitivity of =* and the results above we infer p,n/x =
P .7 (@), as requested.

Finally from the contextuality of =/ we infer both p \ n |= (new n)P >=*
(new n)P* and p\ n | (new n)Q =4 (new n)Q*. By definition of #Z we have
p\n k= (new n)P* =4 % < (new n)Q*. These results and By transitivity of = let
us infer p \ n = (new n)P . (new 1)@, as needed. O

The next definition and result will be useful to discard administrative reductions
when proving that a relation is included in behavioural equivalence. We use this
technique to prove the Theorem of completeness of the translation (see Theorem
95)).

Definition 27 (Behavorial equivalence up to administrative equivalence).
A term-indexed relation X is a behavioral equivalence up to administrative equiva-
lence if it is symmetric, contertual up to ~* and such that p = PZQ implies:

e ifplEPl, then p = Ql,
o P2 P implies Q) =N Q' for some Q' such that p = P' =4 % ~* Q'

o P2 Ay P implies Q = Q' for some Q' such that p =P~ %~ Q

Proposition 64. If # is a behavioral equivalence up to administrative equivalence
then % C=A™,

Proof. We prove that ~4 % ~* is a behavioural equivalence. Let P ~4 P*ZQ* ~4
Q. To see barb preservation assume p = P |,. By hypothesis p = P* |,. By
definition of #Z we infer p = Q* |,. By applying Lemma 53 to the hypothesis
p | Q* =1 Q we obtain p = Q* =4™ Q. We apply Proposition 33/ and obtain
pE Qla

Suppose P — P,. We first build the diagram for the case P — Pj; to ease
the notation we let +£==. The last inference on the right is obtained by Lemma
H11(1).
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A A
~ R ~
P L P Q" o Q
A A A A
A v A A v A A
~ v 2 X ~ v ~ v
2 . p P . p
) =Y ——— Pf e o J— [ pe— QF e Q.

From @ N Q' we infer Q == @’ (remember that i>€L>).F1ronr1 transitivity of
~* stated in Proposition 52l we infer p | P, ~* Z ~* @, as desired.

Next we build the following diagram for P — P;. The last inference on the
right is inferred by using ~4C=4" and Proposition [33(ii).

A A
~ 74 ~
P P P* Q* P Q
Al
i
A\
A
NA ; NA NA A NA \
Y Np A\ Np % Np A\ Np \
) S ——— P o — g Ju— [ g— 1
From transitivity of ~4 we infer p = P, ~* #Z ~* Q;, as needed.

To conclude we show contextuality. Assume p - R* and let R = R*p. By
definition of ~* both p = P| R ~* P*| Rand p = Q*| R =~* Q| R. By definition of
X we infer p = P*| R ~* % ~" Q*| R. By transitivity of ~%we infer p = P| R ~*
X ~* Q| R, as desired. Let n € fn(p). By the definitions of ~* and % we obtain
respectively p,n/z = P ~* P*, pn/z = Q* ~* Q and p,n/z = P*ZQ*. Thus
p,njr = P~ %~ Q, as needed. In the last case we have p \ n |= (new n)P ~4
(new n)P*, p\n = (new n)Q* ~* (new n)Q and p\n |= (new n) P*%(new n)Q*and
we infer p \ n = (new n)P ~* Z ~* (new n)Q, as desired.

[

Closure properties of administrative equivalence

The key property of administrative reductions is that they are closed under admin-
istrative equivalence, in the following sense.
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Proposition 65. If P = P', then p = P ~4 P'.

Proof. Let o C p and let bN fn(p) = 0. We let o = C[P}ZC|Q] whenever P 4.Q
and C[—] = (new 7)R(p,b/%)| — and p,b/F - R and fn(R) = fn. We consider the
identity relation Id such that (P, Q) € Id whenever P = ). We show that Z U Id
is an administrative equivalence up to administrative expansion. That the identity
satisfies Definition 26 follows easily by coinduction and closure of — under = (see
Proposition 37/ in Section 3.2)). We show that Z is barb preserving, reduction closed
and contextual. To ease the notation we let S = R(p,b/i). We say that P - Q

and P —— R are obtained by non-overlapping redexes if there are C, P', P” such
that P = C[P'| P"], and Q = C[Q'| P") and P’ —— @', and R = C[P'| R"] and

T

P// Rl/ .

Barb preservation Let p |=C[P]|,. If p = C ], we are done as p = C[Q] |,. If

p | P l,, by definition of A, we have that () has the same strong barbs: p = @ |,.
We conclude that p = C[Q)] |-

Reduction closure To see reduction closure, let C[P] — H. We first tackle
the case whenever this reduction is administrative: C[P] A H.

We analyze each case of Def. 22 and we show that there is K such that C[Q] A,
K and (i) H -5 K or (i) H = K.

1. The first case Def. 22(1) holds whenever C[P] A H is in-

ferred from a replicated input on net and a replicated output syn-

chronizing. =~ We have C[P] = Dlnet(z).P'|(new ¢)lnet(M)], H =
Dllnet(z).P"| (new ¢&)!net(M) | P'{M/z}].

The administrative reduction P —2 () has been inferred from one of the cases
outlined in Def. 22 If P~ Q belongs to one of the cases Def. 22((4-7) we
infer that the reduction occurs on a channel different from net and we easily ob-

tain that P — Q@ and C[P] A, H have been obtained from non-overlapping
redexes. Therefore there are D', R such that D[—| = D'[R|—] and C[Q] =

D'[R'|'net(&).P' | (new &)!net(M)] where R 2, R'. We close the diagram by
noting that H % D'[R'|net(z).P' | (new &)lnet(M) | P'{M/7}] <% C[Q).
Indeed we have found K = D'[R’|!net(Z).P'| (new &)!net(M) | P'{ M /Z}] such
that C[Q] <& K and o = HZK.

If P -2 Q belongs to the one of the cases Def22(2-3) we know that this
reduction has been inferred from an input redex that is non overlapping with

C[P] —A, H: this holds since the inputs involved in case Def[22(2-3) are under

replication. On the other hand P A, (? may involve the emission ! net(M )i
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in this case from the semantics of the applied pi calculus, more in detail from
the (BANG) rule, we easily infer that there are D', R such that D[-] =
D'[net(g).R|—] and C[Q] = (new ¢)D'[R{M g} |'net(z).P" | \net(M)]. We
conclude that H 2 (new &)D'[R{M /§j} | \net(Z).P' | \net (M) | P'{M Ji}] <
C[Q], as desired. In case P 2. Qand C [P] —2, H has been obtained by non-
overlapping redexes we proceed as above and find K such that H A g A
ClQ], as desired.

The remaining case arises whenever P A, @ has been inferred from Def.
22(1). The case H = C[Q)] is trivial. Assuming H # C|Q)] then three cases

arise: (i) P 2, Q and C[P] 2, H involve the same input prefix or (ii)
P-4 Qand C [P] —4, H involve the same output prefix or (iii) P A, Q and
C[P] A, H are obtained by non-overlapping redexes. Case (ii) is analogous

to the case analyzed above where P A, @ and C[P] A, H share an input
redex. Case (i) is specular; we omit the demonstration that follows the same
rationale. Case (iii) is obtained as usual. Thus on both three cases we find K

such that H - K <2 C[Q], as desired.

. In case CIP] A, H has been inferred from Def. 22(2) we have
C[P] = Dlffilter g with sk(N) in R|!net({M}uwn))] and H =
Dffilter {M}y with sk(N) in R |!net({M}g))] where |M| = |[g| and

VD', M' : C[P] = D'[net({M'}gu(n))] N |M'| = |g| we have M = M'. In case
P-4 (@ is inferred from one of the cases Def. 22(4-7) we infer that does not
have redexes overlapping with C[P] A, HasP - (@ arises on a channel dif-
ferent from net. We therefore find K such that H -2 K <2 C [Q], as desired.

In case P 2 @ has been inferred from Def. 22(1) then or (i) the reduction
may involve the redex ! net({ M} (n)) or (ii) the reduction has not overlapping

redexes with C[P)] —4, H. This holds since the filter process is not replicated

and thus P -5 Q and C [P] < H do not share an input redex. In case (i)
we infer that there are D', R’ such that D[—| = D'[Inet(z).R'| —] and C[Q] =
D'[R'{{M}srny/x} |filter § with sk(N) in R|!net({M}gun))]. We note that
H 5 D'[R{{ M} o) [} | filter {M}x with sk(N) in R |t net({M} )] <
ClQ)], as desired.

In case Def. P -2 @ is inferred from Def. 22(2) we infer that P 24,0

and C[P] A, H (i) have an overlapping input redex or (ii) have an

overlapping output redex or (iii) do not have overlapping redexes or (iv)
have both redexes overlapping. Suppose case (i) holds. In this case we
have that there are D', M’ N’ such that D[—] = D'['net({M'}n/)|—] and
ClQ] = D'[filter {M'} N+ with sk(N) in R|!net({M'}n+) |!net({M}gn))]. By
definition we have that filter {M'}y: with sk(N) in R £ (new 7) (decrypt



5.2. Administrative equivalences 107

{M'}nras {F}sevyin R else net({M'}ni) [ () |!rfilter, § with sk(N) in R
where filter,, 7 with M in P = net(x).decrypt x as {j}as in P else (net(x) | n()).
Two cases arise corresponding to (a) N’ = sk(N) A |M'| = |§| and (b)
N' # sk(N)V |M'| # |j]. In case (a) by the initial hypothesis of
Def. 22(2) we have that N’ = sk(N) A |M'| = |j| implies M’ = M; we
easily infer infer that H = C[Q] and we are done. In case (b) we in-
fer that the decryption fails and in turn filter {M'}y with sk(N) in R =
net({M'}n+) | (new 7)r() | !rfilter, § with sk(N) in R. To see that, we note
that in case N’ # sk(IN) we obtain the result by inferring d({M'}n/, sk(N)) /
and in turn by the let-else axiom of structural congruence. In case N’ #
sk(N) A |M'| # |j| we infer the result by noting that among nested appli-
cations of projections there is i € 1,...,|§| such that m;(M) +; by nested
applications of let axiom followed by the let-else axiom we obtain the claim.
From the result above we easily obtain that filter { M’} with sk(N) in R A,
filter § with sk(N) in R|net({M'}y/) and in turn C[Q] —= C[P]; struc-
tural congruence is used to let net({M'}y/) be absorbed by ! net({M'}n/).
We conclude that C[Q] =2 H and we are done as (H, H) is in the identity.
In cases (ii),(iii) we proceed as in case (2) and infer that there is K such that

H-A K& C[Q]. In case (iv) we have H = C[Q] and we are done.
A

In case Def. P~ Q is inferred from Def. 22(3) we easily infer that C[Q] —
C[P]; this move is inferred by executing the reduction that rolls back the

reduct to the prompt filter that absorbed a wrong packet. Thus C[Q)] A [0
and we are done since (H, H) is in the identity.

3. In case CIP] 2, H has been inferred from Def. 22(3) we have C[P] =
Difilter y with sk(N) in R|net(M)] and H = Dlfilter M with sk(N) in R]
for some term M such that =(M = {M'}y A |M'| = |y|). By defini-
tion we have filter M with sk(N) in R = (new r)(decrypt M as {j}n in R
else net(M) |r())|!rfilter, § with N in R. As we have seen in the previ-
ous case (2) sub-case (i), from the hypotheses on the shape of M we infer
filter M with sk(N) in
R = net(M) | (new r)r() | !r.filter, g with sk(N) in R. We ignore the adminis-
trative reduction that rolls back the filter with administrative expansion:
filter M with sk(N) in R =2 filter § with sk(N) in R. From this we infer
H =2 C[P]. We do not need to match this move as o = H = C[P|ZC[Q)].

4. In case C[P] 4, H has been inferred from Def. 22(4) we have C[P]
Dffilter § from n@QT in R|n(M)] and H = Difilter M from n@T in
and M has type S <£: T. By definition filter M from n@QT in R
(new r) if WF(M,t) then (let § = 1((Z,t)) in P) else (n(M)|r(
|!rfilter, § from n@QT in R where filter, § from ¢QT in P
c(z).if WF(z,T) then (let g = ((Z,7)) in P) else (c¢(Z)|n()). As we have

> ]

>
~—

>
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introduced in Section 4.2/ the meta-process

if WF(u,T) then P else @ is implemented by nested applications of equality
and projection destructors and succeeds whenever w is certified and has type
S <:T. By the hypothesis S £: T we infer that the process is equivalent (due
to a let-else axiom of structural congruence) to the else branch; from this we
infer filter M from nQT in R = n(M) | (new r)r() |!rfilter, § from nQT in R.
We ignore the reduction filter M from n@QT in R A, filter y from n@QT in R
and infer filter M from n@QT in R =% filter § from n@QT in R and in turn
H =2 C[P]. We not need to match this move as o = H =4 C[P|ZC[Q].

. In case C[P] 4. H has been inferred from Def. 22(5) we have C|P]

D[(new n*)n*(N) |ienif N; € Set,« then R;] and H = D[(new n*)(if N, ¢
N then n*(N; = N)|R; else n*(N)) |icn;if N; € Set,~ then R;] and Vi,j €

I . (N;=N;,)= (R =Rj). It P 4, Q has been inferred from one of

the cases of Def. 22(1-3) then the reduction occurred on the free channel
net and in turn P —2 @ and C[P] A, H have no overlapping redexes.
If P () has been inferred from Def. 22(4,6,7) a case analysis shows that
the bound channel on which the reduction P — () occurs is different by n*
and in turn P - Q) and C[P] A, H have no overlapping redexes. The

remaining case arises whenever P —2 @ has been inferred from Def. 22(5).
We have that there is & € 1,...,n such that C[K] = D[(new n*)(if N ¢
N then n*(Nj = N)|Ry else n*(N)) |icpif N & Setn- then Ri]. There
are two cases corresponding to (a) (N; = Ni) or (b) (N; # Ni). In
case (a) from the hypothesis above we infer R; = R;. Now two sub-cases
arise corresponding to (i) N; € N or (ii) N; ¢ N. In case (i) by defi-
nition of the meta-process if M ¢ N then P else () there is a nested ap-
plication of axioms of structural congruence let and let-else followed by a
let such that both if N; € N then n*(N; :: N)|R; else n*(N) = n*(N)
and if N, ¢ N then n*(N, = N)|Ry else n*(N) = n*(N). By using
again the same chain of applications of let and let-else axioms we obtain:
H - Di(new n*)(n*(N) |icpjuif N; & Set,- then R;] <2 C[Q], as de-
sired. In sub-case (ii) we infer that there is a nested application of axioms
of structural congruence let and let-else followed by a let-else such that both
if N; & N then n*(N; :: N)|R; else n*(N) = n*(N; :: N)|R; and if Ny &
N then n*(Nj = N)| Ry, else n*(N) = n*(Nj = N)|R,. We then infer that
H - H' 2 D[(new n*)(R; |if Ny € N, = N then n*(N; = N)n*(Ny = N; =
N) | Ri) | icr\ykif Ni & Set,- then R;]. Since N; = N}, we proceed as in case (a)
and obtain H' = D[(new n*)(R; |n*(N; = N) |ienjsif Ni & Setp- then Ry].
Similarly from N; = N, we obtain C[Q)] A= Di(new n*)(Ry|n*(N;

N) |ienjrif Ni € Setyn- then R;]. We glue the results and by using R; = Ry

we infer H <2 C [Q], as desired.
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Now suppose case (b) arises and let H 4, K and ClQ] 4, K’ be the
reductions inferred respectively from if N, € Set,« then Rj receiving the list
of nonces carried on by n* in H (that may be N or N; :: N) and from if N; €
Set,~ then R, receiving the nonce set carried on by n* in C[Q] (that may be
N or Nj :: N). Since N; # N}, we note that the shape of K, K’ depends only
on N; from this and by proceeding as in case (a) we easily infer K = K’ and
we are done.

6. In case C[P] —% H has been inferred from Def. 22(6) we have
ClP] = Dinew Ot{M)|ienTn,(R;)] and H = Di(new t)let § =
2N, M) in t(M)|R; else ((new n)t((N;;n) = (np;n)

M) |Ri{n/y}) lienniziIn,(R:)]. If P 2, Q has been inferred from

one of the cases of Def. 22(1-5,7) then for reasons that are analo-

gous to those of case (5) we infer that the reduction occurs on chan-

nel different from ¢.  From this we deduce that C[P] -2 H and

r 4 () have no overlapping redexes. Let P 4, () be inferred from

Def. 22(6). We have C[Q] = Dl[(new t)let § =?(Ng, M) in t(M) | Ry else
((new n)t((Np;m) = (npyn) = M) | Ri{n/9}) liennigrTn, (Ri)]. We use
the notation N+, N whenever M = M; = (N,N) : M, and
M, My are list of couples (or tables); we write N +4) whenever M
does not have the shape above. There are four cases corresponding
to (a) Ny —=uy OAN; =y O or (b) Ny =y OAN; sy or (c)
Nj = O' A N, toar or (d) Nj vbar ANg v, Suppose case (a) holds.
By nested applications of let and let-else axioms we obtain both C[Q] =
D[(new t)Re{O/§} | t{((M) | icnniztTn,(R;)] and for the same reasons we out-
lined above we have H = D[(new t)R; {0/} | (M) | icnnir; T, (R:)]. We note
that H <= D(new t)R;{0'/i} | Ri{O/} [{M) | icnnizinTw,(R:)] < C[Q).
In case (b) we have H = D[(new n,t)Chan, | Ri{n/g} |t((N;,n) = (ns,n) :
M) iennizi T, (Ri)] and ClQ] = Dl(new ) Ri{O /g [£((M) [ icnnizr T, (Ri)].
We conclude by noting that H —2 D[(new n,t)Chan, | R,{O/3} | R;{n/7}

[t((Nj,n) = (np,n) 2 M) |iennizieIn; (Ri)]. Case (c) is specular to case (b).
Suppose case (d) holds. If N; # Nj we proceed similar to the previous cases
and find K such that H -5 K < ClQ]. Otherwise assume N; = Nj.
We have C[Q] = D[(new n,t)Chan, | Ri{n/3}|t{(N;,n) = (ng,n) = M)

liennizeTh;(Ri)] and H = Dl(new m,t)Chany, | Ri{m/g} [ t{(N;, m)
(mp,m) = M) |ienniziIn,(R;)] We note that C[Q] E =

Di(new n,t)Chan,,

| Re{n/§} | Ri{n/§} |E((Nj, ) = () 2 M) [iennigin T (Ri)] and H ==
K £ D[(new m,t)Chan,, | Ri{m/3} | R;{m/4}|t{(N;,m) = (mp,m) :: M)
| ien/\i;ﬁj,kTNi (RZ>]

By alpha-renaming of bound names n,m respectively in K’ and K and by
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N; = N, we obtain K’ = K, as requested.

If C[P] 2, H has been inferred from Def. 22(7) we have C[P] = D[(new n)n()
|In(x).R{n()/X}] and H = D[rec X.R] where n ¢ fn(R). By the hypothe-
ses above and P —2» @ we infer that or (a) C[Q] = H or (b) ClQ] =
D'[(new n)n() | n(z).R{n()/X}] for some D" such that D A, D', We note
that H —5 D'[rec X.R] A C[Q]; we have thus found K = D'[rec X.R] such
that C[Q] = K and p = HZK.

Next we analyze the case C[P] — H.

1. If P -2 @ has been inferred from Def. 22(1) then P = Dl[net(x).R | (new ¢)

Inet(M)] and Q = D[!net(z).R | (new ¢é)lnet(M) | R{M/x}]. Three cases arise
corresponding to (a) sharing the input redex or (b) sharing the output redex or
(c) have not overlapping redexes. The case whether the two reductions share

both redexes does not hold since this would imply C[P] —4. H that is a contra-

diction as —2-"+\ —4. In case (a) we have that there is £ and N such that
C[D[-]] = E[net(N)|—] and H = E[R{N/z}|!net(x).R| (new ¢&)lnet(M)].

We obtain reduction closure by noting that H - E[R{N/z}|R{M/z}
|Inet(z).R| (new é)lnet(M)] «— C[Q)]. In case (b) have that there is £ and T
such that C[D[—]] = Elnet(x).T | —] and H = E[(new &)T{M/x} |net(x).R

| Inet(M)]. We obtain reduction closure by noting that H —
El(new &)T{M/x}

| R{M/x} |!net(x).R|!net(M)] «— C|Q)]. In case (c) it must be C[D] — E
for some F such that H = El[lnet(x).R| (new ¢)!net(M)] and in turn H A,
El(new ¢)R{M/z} |!net(x).R|!net(M)] «— C[Q)], as desired.

_If P -4 Q has been inferred from Def. 22(2) we have that C[P] =

Dffilter g with N in R|!net({M}y)] and C[Q] = D|filter {M}y with N in R
|'net({M}n)] where |M| = |g| and YC', M’ : D[—] = C'[net({M'}n)| =] A
|M'| = |y| we have that M = M’. Two cases arise corresponding to C[P] —
Hand P -5 Q (a) sharing the output redex or (b) have not overlapping
redexes. Notice the two reductions cannot share both redexes as this would
imply C[P] A , contradiction. Moreover they cannot share the input redex;

we show this by contradiction. Suppose P A, Q and C|P] 4. H share the
input redex. Then for some D" and M* we have that D[—] = D'[net(M*) | —]
and H = D'[filter M* with N in R|!net({M}x)]. Two cases arise correspond-
ing to (i) (M* = {M'}y A |g| = |M'|) or (ii) not. Suppose (i) holds; by
the initial hypothesis we know M’ = M. By the replication axiom of struc-
tural congruence we have C[P| = D'[filter § with N in R|!net({M}x)] and
H = D'[filter {M }n with N in R|!net({M }x)], contradiction, as by definition
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Def. 22(1) this implies C[P] 4, H. Now suppose (i) holds. Therefore the
filtering is unsuccessful and by Def. 22(3) we infer C[P] 4. H, contradiction.

Cases (a),(b) are treated similarly to as we did respectively in case (1), sub-

cases (b),(c); in both cases this let us find K such that H A K — ClQl,
as desired.

3. If P -2 Q has been inferred from Def. 22(3) we have that P =
Diffilter g with N in R | net(M*)] and @) = D[filter M with N in R] and —~(M* =
{M}n AN |M| = |g]). From this we infer that by nested application of let
and let-else axioms of structural congruence we have filter M with N in R =

net(M) | (new r)r() | Ir.filter, ¥ with N in R and in turn @ A, P. This let us

infer that C[Q)] =4, H and since the couple (H,H) is in the identity we
are done.

4. If P -4 Q has been inferred from Def. 22(4) we have that we have P =
Di(new n°)P" |filter § from n@QT in R|n(M)] and Q = D[(new n°)P’
|filter M from n@QT in R] and M has type S £: T. By this hypothe-
sis and applying let and let-else axioms of structural congruence we obtain
filter M from n@T in
Q = net(M)|(new 7r)r()|!rfilter g from n@QT in R. From

filter M from n@QT in Q — net(M) | filter § from n@T in R we infer @ N
and in turn C[Q] =2—— H, as desired since the couple (H, H) is in the
identity.

5.1f P -2 Q has been inferred from Def. 22(5) then P =
Di(new n*)n*(N) |;efif N; € Set,« then @Q;] and @ = D[(new n*)if N; ¢
N then n*(N; == N)|Q; else n*(N)) |ienjif N; & Set,- then Q;] where
Vi,j el .(N;=N;)= (Q; = Q). From this we infer that P 2, Q and
C[P] — H have not overlapping redexes. We show this by contradiction.
Suppose P A, @ and C[P] — H have an overlapping redex. Since redexes

involved by P A, ( communicate on channel n* we infer that the reduction
C[P] — H occurred on n*. By shape analysis we easily see that this implies
that there is k such that H = C[D[(new n*)n*(N)if Ny & N then n*(Ny ::
N) | Qy else n*(N)) |;enxif N; € Set,« then Q;]. By hypothesis we have that
Vi,j e I.(N; = N;) = (Q; = Q) and in turn by Def. 22(5) we obtain
C[P] 4, H, contradiction. Since P - Q and C [P] — H have not over-

lapping redexes we easily find K such that H ALK C [Q], as desired.

6. If P -  has been inferred from Def. 22(6) we have that P = D](new t)t(M)
licrTn, (Qi)] and @ = D](new t)let § =7(Njip, M) in t(M)|Q; else
((new n) Chany, [t{(Njip,n) == (np,n) = M) |Qi{n/g}) [ien;Th,(Qi)].  As
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in the previous case (5) we infer that P 2, Q and C[P] — H have not
overlapping redexes. This can be shown by contradiction; indeed a shape
analysis shows that all reductions on t are administrative. As in previous

cases we easily find K such that H = K «— C[Q), as desired.

7. If P =% Q has been inferred from Def. 22(7) we have that P = D[(new n)n()
|'n(z).Q{n()/X}] and Q = D[rec X.Q)] where n & fn(Q) By shape analysis we
infer that P - () and C[P] — H have not overlapping redexes and find K
such that H -5 K «— C[Q), as desired.

Contextuality Let ¢ = C[P]ZC[Q] where C[—~] = (new 7)R(p,b/Z)|— and
p,b/% - R and fn(R) = fi. The first clause of contextuality requires that whenever
o+ T then o = To | C[P|ZC[Q]| To. We let D[—] = (new 2)(R|T)(p,b/%) | — and
infer o = D[P|#D]|Q)]; by application of scope and composition rules for structural
congruence we obtain the desired result. For the second clause, let n & fn(o). Since
o = C[P]ZC[Q] and C[—] is built around R(p,b/Z) we infer that (fn(R(p,b/%)) \
fn(c)) € n. Therefore assume without loss of generality that n ¢ fn(p). From the
hypothesis o C p we infer o,n/xz C p,n/x. Welet D|—| = (new n)R(p,n/z,b/z,)| —
with {b,n} N fn(p) = O and infer p,n/z = D[P]ZDI[Q), as desired. For the last
clause, from o C p we infer o \ n C p and in turn o \ n = D[P|ZD|Q] where
D[—] = (new 7,n)R(p,b/%) | —.

[

The following corollary extends the previous result to an arbitrary number of
administrative reductions.

Corollary 66. If P =2 Q, then p = P ~4 Q.

Proof. We proceed by induction on the number n of reductions P =N @, noted
JIECN Q. The case n = 0 follows straightforwardly by reflexivity of ~4. Suppose
P& pr 4 @. By LLH. we have that P %;‘ P*. We apply Prop. 65 to P* A, Q
obtaining P* &' Q. We build the chain:P ~5 P* ~/' Q, and by transitivity of ~4
we obtain P =~ Q).

5.3 Lemmas on symmetric and asymmetric cryp-
tographic schemes

We first present a lemma saying that a ciphertext encrypted with a symmetric cryp-
toscheme cannot be distinguished from noise without knowledge of the symmetric
key. In the next sections we will use this result to treat leftovers of protocol’s private
communications as noise. We first need some technical results.
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Lemma 67. Let 0 = (p,{M}n/x), ¢ = (p,{M'}n//z) where fn(N) € fn(p) A
fn(N') Z fn(p). We have that there are M closed by A(p), {M}n/x,A(p), {M'}n'/x
such that A(o) = A(p), N/Z and N = M(A(p),{M}n/z) and A(s) = A(p), N'/Z
and N' = M(A(p),{M}n//x).

Proof. First notice that the packets { M}y, { M’} cannot be destructed, since both
N and N’ contain some name that is not in the free names of p. Formally, we have
that the defining equations to open these packets have the form d(Ni, No) = N*
in Table 3.1 (3.5),(3.0), (3.7). Since fn(p) = fn(A(p)), we cannot find N, such
that NoA(p) = N or NoA(p) = N’, and the claim follows. Therefore each N;/z; is
obtained by applying ¢ to some definition in Table 3.1 different from those above,
i.e. the message { M}y is used as a normal form. We build each N; correspondent
to N; by applying ¢ to the correspondent defining equation. O]

Lemma 68. Let p, = (p, {M}ay/x) and p, = (p,{N},/x) where p is a substi-
tution such that {n,k} N fn(p) = 0. Let A(px) = P and A(p,) & P. The following
hold.

(b)a(M) -
(a) If PA(pr) —— R then there are P' and M' closed by A(px) such that
~ ~ (')a(M’ A(pn))
R = P'A(pr) and M = M'A(px) and PA(p,) e, P’ A(py); the

(b)a({M)
symmetric result holds for the hypothesis PA(p,) ——— R;

a(M) ~
(b) If PA(pr) —— R then there is P’ closed by A(py, M/ZT) such that R =

~ a(M) ~
P A(py, M /) and PA(p,) —— P'A(pn, M/Z); the symmetric result holds

a(M)
for the hypothesis PA(p,) —— R;

(c) If PA(p) — R then there is P’ closed by A(py) such that R = P'A(px) and
PA(py) SN P'A(p,); the symmetric result holds for the hypothesis
PA(p,) — R .

Proof. We proceed by induction on the last rule of the inference ( see Table3.2) and
prove the left to right direction of each clause. The vice versa direction is analogous.
We first prove clause (a).

u(?)A(pr)
(OUT) In this case the transition has the form u(0)A(py) 0. We apply
w(0A(pn))
Lemma 68 and we trivially obtain u(0)A(p,) e,

(b,c)a{M)
(OPEN) In this case the transition has the form (new ¢)PA(py) —— R and
(b)a(A1)
has been inferred from PA(py) ——— R. The inductive hypothesis is that there

are P', M’ closed by A(py,) such that M = M'A(p;) and R = P'A(p;,) and
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(EI)G<M/A(97L)> ’ .
PA(p,) ———  P'A(p,). We apply (OPEN) and infer (new ¢)PA(p,)

(¥ ,c)a(M’ A(pn))
P’'A(p,), as desired.

(LET) In this case the transition has the form (let y = d(N) in P else Q)A(px)
M) R and has been inferred from d(NA(pi)) — N’ and P{N'/y} et R.
By the definition of analysis we easily infer that there is N closed by A(px) such
that N/ = NA(pg). By definition of analysis, we have that N’ € A(py). We ap-
ply Lemma (67 and infer that two cases arise: (a) N € A(p) or (b) N is closed
by A(p), {M}suy/x,A(p), {n}n/xz and N' = NA(p), {M }sw/2. In case (a) from
A(p) € A(p,) we trivially obtain the desired result, d(NA(p,)) — NA(p,). In
case (b) we apply Lemma (67 and infer that the entry N'/z € A(px) needs to
be matched in A(p,) by the entry N(A(p),{n},/x)/z. Therefore d(NA(p,)) —
NA(p), {n}n/z, as desired. By induction we have M = M'A(p;,) and R = P'A(py)

(b)a(M’ A(pn))
and P{NA(p,)/y} it P’A(py). We apply rule (LET) and infer (let y =

- (b)a(M’ A(pn)) .

d(N) in P else Q)A(p,) ————  P'A(pn), as desired.

(LET-ELSE) This case is the dual of the previous case. We proceed analogously
to that case by exploiting Lemma 67.

The remaining cases for New, Composition and Replication follow directly from
the inductive hypothesis. As an example, we draw the composition case.
(b)a(M)
(PAR) In this case the transition has the form (P|Q)A(prx) ——— R and has

(b)a({M) ~
been inferred from P(p,) ——— R. By inductive hypothesis there are M’, P’ such

— , @it Alpn))
that M = M'A(px) and R = P'A(px) and P(p,) ———  P'A(p,). We apply

. (b")a(M’ Apn)) .
(PAR) obtaining (P |Q)A(p,) ————— (P'| Q)A(pn), as desired.

The proof of clause (b) follows the same rationale. The distinguishing case is
rule (IN).
. . - u(M) ~
(IN) In this case the transition has the form (u(z).P)A(py) —— P{M/Z}. From

A(pr) F u(Z).P we easily obtain A(pg), M /& F P. From this we infer

(u(Z).P)A(pn) (—> P{M/#}A(p,), as desired.

Finally we prove clause (c). The distinguishing case is rule (CLOSE); the other
cases are analogous to the proof of clause (a).

(CLOSE) In this case the transition has the form (P | Q)A(px) SN (new b)R' | R”

(b)a(M) a(M)
and has been inferred from PA(py) R and QA(pr) —— R’. By clauses

(a) and (b) we know respectively that (a) there are M’ and P’ such that
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) (#)a(N1' Apn))
M = M'A(py) and R = P'A(py) and PA(p,) At P'A(p,) and (b)

M'A n
R" = Q' A(pn) and QA(pn) & Q'A(pn) . We apply (CLOSE) and infer

(PQ)A(pn) —>(new V)(P'| Q) A(p,), as desired. .

Lemma 69 (Symmetric cryptography). For all p holds
p = (new k) net({M}gm)) ~* (new n)! net({n},) .

Proof. Let pr = (p, {M }skwy/z) and p, = (p, {n}n/x) and {n,k}Nfn(p) = 0. Let Z
be the relation defined as p = (new k)(C[! net(z)]) A(px)Z (new n)(C[! net{x)])A(pn)
whenever C|—| = (new ¢)R| — and A(px) R and A(p,) F R. We show that Z is
included in ~4. That Z is a term-indexed relation follows from the hypothesis, by
Lemma 67 and by fn(A(p)) = fn(p).

Barb preservation Let p = (new k)(C[! net(x)])A(px) |- This implies that (i)
a =mnet or (ii) a # net A\ p = CA(pr) lo. In case (i) we easily match this move with

(d)a(N1)
p = 'net({n}t,) Lnet- In case (ii) we infer that CA(py) ——— . By Lemma [68(a)

we have p = CA(pn) la, as desired. The case p |= (new n)(C[! net(x)])A(pn) la is
analogous and exploits the vice versa direction of Lemma 68(a).

Reduction closure Let (new k)C[! net(z)]A(pr) — H. From Lemma [63(c) we
easily infer that there is R’ such that A(px) = R and H = (new k)C'[! net(x)] A(px)
where C'[—] = (new ¢)R' | —. Here R'A(px) may be obtained by (a) internal reduc-
tion of C'A(py) or (b) by C'A(py) receiving the packet {M } 4,k on net. Again from
Lemma 68(c) we infer (new n)C[! net(z)]A(p,) — K = (new n)(C'[! net(x)])A(p,).
Here R'A(p,) may be obtained (c) by internal reduction of C'A(p,,) or (d) by C'A(py)
receiving the packet {n}, on net. Suppose (new k)C[! net(z)]A(pr) —= H. In case

(a) we trivially infer (new n)C[! net(z)|A(pn) 2, K. In case (b) we note that, since
both n and k are not in the free names of p, no filters are waiting for these packets and
in turn (new n)C[! net(z)]A(p,) —= K. The case (new k)C[! net(z)|A(py) — H is
analogous and leads to (new n)C|[! net(x)]A(p,) — K. From these results we infer
pE HZK, as desired. The case (new n)C[! net(x)]A(p,) — K is done analogously
by exploiting the vice versa direction of Lemma 68(c).

Contextuality We have p = (new k)(C[! net{x)])A(pr)Z (new n)(C[! net(z)])A(p,).
Let p F S. Notice that both p C A(px) and p C A(p,). We let C'[-] =
(new k)R | S| — with fn(S) N (bn(C) U {n,k}) = 0 and we obtain
p = (new k)(C'[! net(z)])A(pr)Z(new n)(C'[! net(z)])A(py,), as desired.
The second clause requires p, n/z |= (new k)(C[! net(z)]) A(px)Z(new n)(C[! net(z)])A(py,)
with n & fn(p) which actually holds as we don’t have any condition on p.
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Finally p\a = (new a)(new k)(C[! net(z)]) A(pr)Z(new a)(new n)(C[! net{x)])A(pn)
holds by rearranging the context: C'[—] = (new a)C|[—]. O

The following corollary of the previous Lemma analyze the behaviour of a process
that picks up a message from a protocol using a symmetric cryptoscheme.

Corollary 70. Assume k,n & fn(p, P) and p,{M}saw/x = C, p,{n}tn/z = C. We

have

p = (new E)(C(p, {M} sy /x) |t net({ M} o) |filter § with sk(k) in P)
~ (new n)C(p, {n}n/x) | net({n}a) | (new k)(t net({M} )
| filter g with sk(k) in P) .

Proof. (Sketch) We analyze (informally) reduction clo-
sure of the relation p = H#ZK such that (i) H
(new k)(C(p, {M}sry/) |V net({M }orwy) | filter § with sk(k) in P) and K =
(new n)C(p,{n}n/x) | net({n},) | (new k)(! net({ M} x)) | filter § with sk(k) in P)
or (i) H = (new k)(Clp, {M boay /) | L met (M } ) | PLM /) and K =

(new n)C(p,{n}n/x) | net{({n},) | (new k)(! net({M}gau) | P{M/5}) In the proof
of Lemma 69 we have seen that C(p,{M }gk)/x) behaves as C(p, {n},/z) in con-
texts where k does not occur. Therefore to prove the corollary it is left to analyze
interactions of C'(p, {M }am)/x) with !net({M}uw)) |filter § with sk(k) in P).
Suppose that C(p, {M }gm)/x) receives a packet from ! net({ M} x)) and evolves
to C'(p, {M }srk)/x): This move is matched by C(p, {n},/x) by receiving a packet
from ! net({n},) and evolving to C'(p, {n},/x). Now assume that C(p, {M }sw)/x)
sends the packet {M } ) on the channel net to process filter § with sk(k) in P and
evolves to C"(p, {M } sy /2). We have H —— H' where

H' = (new k)(C'(p, {M }siy/x) |} net({ M }opq) | filter {M}gpy with sk(k) in P)
Therefore C|—] = C’'[net(z) | —] and in turn

H = (new k)(C'(p, {M}oey /) | ! net ({ M} gory) | filter g with sk(k) in P)

)
K = (new n)(C'(p, {n}n/2) | net({n}sim) | (new k) net({M} )
| filter g with sk(k) in P)

This let us infer H -2 H’. We let K match this move with K - K’ where

K' = (new n)(C'(p, {n}n/z) | net{({n},) | (new k)! net ({ M} o))
| filter {M}ge() with sk(k) in P) .

Indeed it’s easy to see that filter {M} ) with sk(k) in P = P{M/g} and for (ii)
we have p = HZK'. O
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The next lemma says that packets encrypted with an asymmetric cryptoscheme
containing confounders are viewed as noise by the environment whenever it does not
know both the decryption key and the confounder. We introduce technical results
similar to the symmetric case that will be useful in the proof of the lemma.

Lemma 71. Let 0 = (p, {M'}erany/x), s = (p, {N'}n/x) where p is a substitution
such that M, dk(M) & A(p) and fn(M') € fn(p)Afn(N) € fn(p). We have that there
are M~closed by A(p), {M"}erany [z, A(p), {N"} /% such that A(g) = A(p),N/z and
N = M(A(p), {M"}erany /) and A(s) = A(p), N'/Z and N" = M(A(p), {N"}n/x).

Lemma 72. Let pyr = (p, {N, c}exany/x) and p, = (p, {N'}n/x) where p is a sub-
stitution such that {n,c} N fn(p) =0 and {M, dk(M)} < A(p). Let A(pp)F P and
A(pn) = P. The following hold.
(b)a(d1) -
(a) If PA(pyy) — R then there are P’ and M’ closed by A(pyr) such that

- ~ ()a(M’ A(pn))
R = P'A(py) and M = M'A(py) and PA(p,) ———  P'A(p,); the
(b)a(M)
symmetric result holds for the hypothesis PA(p,) ——— R;

a(M) ~
(b) If PA(pp) —— R then there is P’ closed by A(pay, M /Z) such that R =
~ a(M) ~
P A(py, M /%) and PA(p,) —— P'A(pn, M /Z); the symmetric result holds

a(M)
for the hypothesis PA(p,) —— R;

(c) If PA(pm) —» R then there is P’ closed by A(par) such that R = P'A(par)
and PA(p,) -, P'A(py); the symmetric result holds for the hypothesis
PA(p,) — R .

Proof. The proof follows the same rationale of Lemma 68| in this case using Lemma
72. As in Lemma [68 the decryption of the packet {IN,c} ) bound to = does not
apply here by the hypothesis {M, dk(M)} € A(p). What is peculiar to asymmet-
ric cryptoscheme is the use of a fresh confounder to prevent cryptanalysis attacks.
Indeed the environment may try to comparing bit a bit a message built by itself
(notice p may know both N and ek(M)) with the asymmetric packet; the presence
of ¢ prevents this attack. To prove the Lemma we analyze the application of equals
in (3.2). Indeed in such case the result does not follows directly from Lemma 72,
because the analysis is insensible to the adding of packet still in its range.

(b)a (M)
We draw the case let equals(Ny, No) in P else QA(py) ——— R; input and

silent actions cases are analogous. From the hypothesis above we know
(b)a()
equals(Ny, No)A(pry) — N’ and P{N'/y} ——— R. By the definition of anal-

ysis we easily infer that there is N closed by A(pyr) such that N' = NA(p).
From LemmaTll we know A(py) = A(p), Mo /Z where o = A(p), {N, c}ex(ar)/® and
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Alpy) = A(p), Mc/% where ¢ = A(p),{n}n/z. If both Ny, N, are closed by A(p)
we trivially infer equals(Ny, No)A(p,) — NA(py). Similarly if both Ny, Ny contain
some variable z in & such that Mo is associated to z and ¢ € fn(M.0), we match
the evaluation with M.¢ associated to z. Suppose N; contain such z and N, does
not. From this we easily infer ¢ € fn(N1A(py)) and ¢ € fn(N2A(pys)), contra-
diction, because we assumed equals(Ny, Na)A(par) —. The latter sentence follows
from ¢ & fn(p) an by the hypothesis To conclude, by inductive hypothesis we have

~ ~ (b)a(M’ A(pn))
M = M'A(py) and R = P'A(py) and P{NA(p,)/y} ————  P'A(p,). We

- (b)a(M’ A(pn))
apply rule (LET) and infer (let y = d(N) in P else Q)A(p,) A, P’ A(pn),
as desired.

]

We introduce the following notation to represent the process reached by a channel
server that interact with the environment and execute administrative reductions.

Notation 1. Let () be a process such that for some My, ..., M, we have Chan,, N
net(My) net(Mp) A

= @ = (new n°,n*)n*(N)|P|WS,|RS, and P =

Pl
| P, and fn(P;) N {n°,n*} # &. We indicate Q) with Chan,{N}[P].

The clause saying that threads of P cannot be rearranged outside the scope of n*, n°
let us discard messages wrongly picked by the server.

Lemma 73 (Asymmetric Cryptography). Let p be a substitution s.t. a €
fn(p) N a,g(a),dk(g(a)) & A(p) where g € {rd,wr}. Let N = N' :: ¢ :: N” and

let d C fn(M). We have

p =W |(new ¢, d)Chan {N}[]|! net({M, Yer(ga))) = W (new ¢) Chan {N}[] .

Proof. Let p, = p,{M, c}sw/x and p, = p,{n},/x, where where f = ek o g and p
satisfies the conditions of the statement.

We consider the relation Z containing couples formed by the context representa-
tion of A(p,) on the left and A(p,) on the right respectively containing the channel
containing the nonce ¢ and nonces and threads obtained by A(p,) on the left and the
channel with the nonce ¢ and nonces and threads obtained by A(p,) on the right.
The definition of Z is complex. We let

¢ = C'[W; | Chan {N'}P'||%(new n)C"[W; | Chan {N"}P"]]
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whenever

p C p,b/T A DN falp) =0
¢ = Alpa),b/E, 05 <" = Apn),b/E, 04

C'—-] = (new ¢, d,a,n)(!net(z)|R)S | —
C"[-] = (new a,n)(! net(z)| R)s"
Wi = W lnet({ni}tn,)| - | net({nm}n,,)

N = (N:u:c: N N'=(N:ic: N9
Pl — Pgl P”:Pg”

where d C fn(M) and o5 = {n1}n, /y1,- - > {m }n,, /ym and R, N, N* P are closed
both by ¢’ and ¢” where fn(R, N, N*) C a and fn(P) C {a,a®,a*}.

We give the intuitions of this definition. We illustrate the left side, the right
side is specular. That the index is a subset of p, l~7/ Z is useful to prove contextuality:;
b typically are bindings introduced by weakening. The bindings n and the related
substitution oj are obtained by W = (new n)Wj;: indeed packets coming from the
noise process may be absorbed by the context. Therefore the context is built around
A(pa), b/Z and o;; since the context can send packets to the channel, also nonces and
messages in its queue are built around these substitutions plus names a generated
by the context. Since ¢ is not known to the context we explicit its presence in the
nonce list.

We prove that & is an administrative equivalence up to expansion. Lemma 63
ensures that in this case Z C~“. The expansion will be used in proving reduction
closure, particularly in the case of the channel receiving the packet {M,c} (). To
ease the notation we will write often H and K for the term respectively on the left
and on the right of Z asin ¢ F HZK.

Barb preservation Let ¢ = H |,. Then by shape analysis of H it’s easy to see

that or n = net or the barb is inferred from ¢ = CA(p,) |p. The case b = net is
(@)b(M)
trivial. Otherwise C’

done.

. By Lemma [72(a) we infer ¢ = C” |, and we are

Reduction closure Let H —— H'. The following cases arise.

(Context Reduction) The move has been inferred from R¢’ . R and may be ad-
ministrative or not. We match this move with the move inferred from R¢” —— R'¢".
From Lemmas 71/ and by definition of administrative reduction (Def. 22) we easily

infer that the last reduction is administrative if and only if R¢’ —— R'¢’. Most cases

A
of Def. 22 can be easily tackled by shape analysis on the hypothesis R¢’ —— R'¢’.
Clauses Def. 22(3,4) do not apply as neither {M, ¢} s(q) or {n}, are packet encrypted
with an symmetric crypto-scheme. (5) does not apply since there is not a type T
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“for” {M,c}sa) or{n},. In Def. 22(6) the variable  may occur in a nonce list
or in a nonce to be checked; in this case {M,c} ) and {n}, are used as nonces
respectively in R¢’ and R¢” and from e¢,n ¢ fn(p) we infer that both reductions
are administrative. Similar in case Def. 22(7) the packets bound to x may be used
as seed indexes of a table and from ¢,n & fn(p) we infer that both reductions are
administrative.

(Channel Reduction) The move has been inferred from Chan,{N'}[P] — Q. If
Chan,{N'}[P'] =% Q then we easily find N, P/ closed by ¢’ with such that Q =
Chang{N{}[P] where (i) N] = N’ and P, - P or (i) N/ = (Ny :: N :: ¢ 2 N*)¢'
and P = (P, | P)s’ with fn(Ny) C a and fn(Py) C {a,a°, a*} This follows by noting
that Chan,{N'}[P'] 2, @ has been inferred or (i) from an unsuccessful synchro-
nization on a® (Def. 22(5)) or (ii) from a synchronization on a* (Def. 22(6)). We
match this move by building NY, P{’ specularly: Chan{N"}[P"] L Chan{N{'}[P/].
Otherwise Chan{N'}|P’] not Chan{N'}[P{] | ! net({mi ML} pp) for some ny, My, T
and P| obtained by removing the synchronizing threads from P’. Since P is built
around ¢’ we infer that there exists R’ closed by ¢’ and with fn(R) C a such

that R'< = !net({matT}ary). We match this move with Chan{N"}[P"| oz
Chan{N"}[P/'] |'net({nof LMy}, where P/ is obtained by removing the syn-
chronizing threads from P”. We obtain that R'<" = !net({nafT}nr,) and
we let Ci[-] = C'[R'|-] and CY]-] = C"[R'|-]. We conclude that ¢ [
C1[Wa | Chan{N'}[P{|ZC) W | Chan{N"}[P]].

(Communication) The case whether the context receives a packet from Wj

| Chan,{N'}[P'] is trivial as Chan,{N'}[P'] does not have free outputs syntacti-
cally occurring in its definition. Thus the packet has been received from Wj:

R¢' | W5 "+ R;. We easily infer that (i) 3R’ closed by ¢ with fn(R) C a
such that Ry = R’ or (ii) IR’ closed by ¢’ o, with fn(R) C a such that
Ry = (new m)R'¢’, 0,,,. We match this move with R¢” | W5 -, Ry; a case analysis
on administrative reductions show that this move is administrative if and only if
R | W5, A, R;. We easily infer that

(i) ¢ = (new ¢, d, @, n)! net({M, c} ja)) | Ri | Wa | Chan {N'}[P'|%
(new n,a,n)! net({n},)Ro | Wz | Chan,{N"}[P"]]

(i) ¢ = (new ¢, d, @, 7, m)Ry | Wy | Chan,{N'}[P'|%
(new n,a, n,m)Ry | Wi m | Chan{N"}P"]] .

The remaining case arises when the reduction is inferred from the context sending
a packet to the channel:

R¢' | Chana{N'}[P'] —— R'<'| Chan {N'}|P' | P*]

where (i) P* = decrypt M as  ({#,2},- in if 2z €
Setq« then a°(Z)) else net(M) or (i) P* = decrypt M as {k,t,z},- in (if z €
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Set, then filter  from a°Qt in !net({T}y)) else net(M). If the decryption is
unsuccessful both in (i) and (ii) we have that H' = H and we have done. Otherwise
(i) M = {M,N},+ and P = if N € Set,- then a®(M) or (ii) M = {M;, T, N}«
and P = if N € Set,- then filter # from a°QT in 'net({T}n). We easily infer that
there are M* , M, N* closed by ¢’ and with free names in @, d such that M = M*¢,
M, = M{<', N = N*¢'. There are two cases corresponding to (a) N = ¢ or (b) not.
In case (a) by hypothesis ¢ & fn(p) we know that M = {M, c} s, i.e. the inferred
move is administrative. Indeed the presence of ! net(M) let us rearrange the output
net(M): 'net(M) | net(M) =!net(M).Finally the recursion on net of the receiving
filter let us apply Def. 22(2). From Chan,{N'}[P’| P*] L Chang{N'}[P’'] we infer
¢ E Chan,{N'}[P"| P*] =* Chan,{N'}[P']. In this case we do not match this
move as H — H’ and ¢ = H' =4 HZK. If case (b) holds we match this move
with
R<" | Chan {N"}[P"] —— R'<" | Chan {N"}[P"| P;]

where the move is administrative if and only if H A, H and Py is such that both
in case (i) and (ii) we may infer p = H'ZK’' where K' = (new n,a,n)R'<" |Wj
| Chan {N"}[P"| Pf]. We omit the details of the last inferences that are analogous
to those introduced above.

Contextuality Let ¢ = HZK.

Let ¢ F R'. We know ¢ C p and p C A(p,) and p C A(p,). We define
Ci[—] = (new n)(!net(x) | R | R')<'| — and C{[—] = (new n)(! net(z) | R| R')¢" | —
with 72, ¢, n not clashing with the bound names of R’. Finally we obtain ¢ = H1Z K,
where Hy, K are respectively H with C{[—] in place of C'[—] and K with C{[—] in
place of C"[—].

That p\n = (new n) HZ (new n) K follows from ¢ C p and shape of C'[—], C"[—].
For the last clause suppose n & fn(v). By ¢,n/x C p, I;/f,n/x and n & fn(p, 5/97;)
we infer p,n/x = HZK. That n & fn(p,b/%) follows by Z term indexed relation:
n(C";C") C fn(p). Since the free names of C” are those of ¢’ that are not bound by
C’, and the free names o of C” are those of ¢” not bound by C”, the result follows
by alpha-renaming n in case n € bn(C’, C").

[

The following corollary of the previous Lemma analyze the behaviour of a context
that picks up a message from a protocol using an asymmetric cryptoscheme; it’s
proof is analogous to that of Corollary [70. The hypotheses on the thread P inside
the scope of the channel are necessary since the context can actually read from the
channel queue.

Corollary 74. Let p be a substitution such that a € fn(p) A a,g(a), dk(g(a)) &
A(p) where g € {rd,wr}. Assume p,{M,c}sq@)y/x &= C, p,{n},/z = C. For
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all processes P and terms M* such that ¢ ¢ fn(P) and P = P*|a®(M*) implies
a,g(a), dk(g(a)) & Alp, M*/x) we have

p |= (new ¢)(C(p, {M, c}n-/x) [t net({M, c}n-) | Chana{N}[P])
~4 (new n)C(p, {n}n/x) | net({n},) | ! net({M, c}n-) | Chan,{N}[P]) .

with N* = ek(g(a)) for some g € {rd, wr}.

The next Lemma says that we can remove the nonces from channels provided
they do not appear in the environment.

Lemma 75. p = (new ¢)Chan,{N :: ¢ :: N'}[] ~* Chan,{N :: N'}[] .

Proof. Let p be a substitution such that ¢ ¢ fn(p). Let o = A(p),b/% where
)N {fn(p),c} =0, and let » C p,b/z. We define

¢ = Cl(new ¢) Chang{ N1 }[P]|ZC[(new c¢) Chan,{ N2} |P]]

where C[—] = (new n)Qo | — and N; = N*o : N' :: ¢ :: N” and Ny = N*o =t N’ =
N" and P = P*o where o = N*, P* A fn(N*) C a A fn(P*) C {n,a°,a*}.
We show that & is an administrative equivalence. Barb preservation of # is

straightforward. To see reduction closure, let C[(new c¢)Chang{Ny}[P]] . H.
The following cases arise.

(Context Reduction) The move has been inferred from Qo — Q'o. We trivially
obtain C[(new ¢) Chan,{ Nz }[P]] —" K with ¢ E HZK and the reduction admin-

A
istrative if and only Qo —— Q'o.

(Communication) The move has been inferred from
Qo | (new c¢)Chang{N;}[P] - Q'o|(new c¢)Chan,{N,}[P|P’] where P is
closed by o and fn(P') C {n,a°,a*}. We match this move with inferred from
Qo | (new ¢) Chany,{ Ny} [P] Qo

| (new ¢) Chan {Nx}[P | P'].

(Channel reduction) The move has been inferred from Chan,{N; }[P] . H*. Two

cases arises. If the reduction is not administrative (i) then Chan,{N}[P] — H*
and H* = Chan {N1}[P'] |1 net({M }5r) where P = P'| P". We easily find Q' closed
by o and with fn(Q’) C 7 such that Qo = ! net({M},). We match this move with

the move inferred from Chang{Ns}[P] Rl Chang{N,}[P']| ! net({M} ). Other-

wise (ii) suppose Chang{N;}[P] — H*. This reduction may be inferred from a
deterministic reduction, from an unsuccessful synchronization on a°, or from a syn-
chronization on a*. The first two cases are trivial; the interesting one is the latter.
Indeed N; contains the nonce ¢ while Ny does not. However, from ¢ € fn(p) and the



5.4. Operational correspondence 123

conditions on b we infer ¢ & fn(c). Thus ¢ € fn(P), and the same reduction can be
matched on the right side.

Finally that Z is contextual follows as usual directly by the definition of the
base and context.
O

The next lemmas state results for the proxy analogous to that introduced above
for the channels.

Notation 2. Let ) be a process such that for some My, ..., M, we have that
net(My) net(Mp) A

Prozy == =5 (new 7)(Chanz{N}[R]|Q) and Q =
(new ¢,t*) P| P, |t(N)|t*(M)| and P =Py | --- | P, and fn(P;) N{t,t*} = .

We indicate Q@ with Proxyn{M}[P] and write CE*[—] to indicate the context C[—]
such that_for terms N,N,M and processes P,R holds C[—] = —|W |(new )
(Chanz{N}[R] | Proxyny{M}[P]).

Lemma 76. Let p be a substitution s.t. k € fn(p) Ak, dk(k) € A(p). Let N = N'::
c:: N". For all M we have

p =W | (new c¢)Prozyy{N} | net({M, c}ermy) =* W | (new ¢)Proxyy{N} .

In the following corollary, unlike Corollary 74, we do not set conditions on the
thread P inside the scope of the Proxy; this is because the terms released by the
proxy to the environment are system generated encryption keys.

Corollary 77. Let p be a substitution such that k € fn(p) Ak, dk(k) & A(p). Assume
pAM, c}epwy/x B C, p,{n}n/xF C. For all P we have

p = (new ¢)(C(p. (M, Yy /) |V net ({M, ¢} axgo) | Prozys{N}(P)
~A (new )C(p. {n}/2) | met({n}a) | Vet ({M. c}axgn) | | Prozyar{N}[P]) .

Lemma 78. Let ¢ ¢ fn(M,N,N'). We have that for all p holds p
(new c)Proxyy{N :: c:: N'} =4 Prozyy{N :: N'} .
5.4 Operational correspondence

In the proofs presented in this section, we will often abbreviate (I'> P) with ( P)
whenever the type environment I' is unnecessary. To ease the notations we redefine
the definition of {{ I} by letting the base index include the proxy key kp:

{08 = {net/wo, kp/2r}, {La: A} ={1} aftd/z
where z & dom({ I[}).
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We first show that the translation is closed by substitution, in the sense made
precise below.

We let =¢r) denotes a congruence relation that relates translated pi processes
that are structurally congruent up to type consistent substitutions of the form:
{0t T} /s | (o) <: Ty <: D(ay)}.

Below we define the main axioms for =¢r); the remaining homeomorphic cases
arise as expected. We let € =(r} Z whenever €[0] =(r} Z[0] where ¢, Z are full
contexts built around the grammar for processes plus the hole — .

(T'>u(waTl)), =y (I'ea@al)) {ufd/z,vhS/y}
Fu) <:A<w,T'(v)<:S<:T
(I'>u(2@T).P), =y (letw=[w],inlink (Zfr,y) in
(new k) emit([sk(k), T} 1)) {uh A/}
| filter = with sk(k) in H

MNu)<t:A<:r H=gy (Tz: T P)
(Colu=2]P;Q), =y fzp =y, {utA/z,vhB/y} then H else K

I(u) <: A, T(v) <: B,

H =gy (I'> P) pjuey) I' = TTMo:T(w) T (v)

K=y (I'e @)y

Lemma 79. Let I' be a closed type environment such that I' = v : A. Then:

(T, z:Av P){(vftd)/z} =ry (T'> P{v/xz})

Proof. By induction on the structure of the compiled process. We show that for a
full applied pi calculus context ¥ that closes its hole with variables y and an open
type environment I" such that T' = A, § : T for some closed environment A and some
types T, we have that

G, w:Ae P){(uftd)/z}] =(a) €' [(T'> P{o/x})]

whenever ¢’ =(a} €.

(T-IN@Q) The judgment has the form I''z : A F u(yQT).P with I'(u) <: r and
Iz : Ay : T F P. The case x # u follows directly by induction. Otherwise let
x = u; from this we infer A <:r. We have that

(z(yQT).P), = (let = Meet{w | u+ x < w} in link (&fr,y) in
(new k) emit({sk(k), T},+)) |filter y with sk(k) in (I',y: T>P),
By induction on I';y : T,x : A+ P we obtain that if & is a full context that

closes its hole with variables 7,y and 2’ is a full context such that 2' =(r} 2,
and I' = A,y : T with A closed, we have that Z[(I",y : T> P) ,{vhA/z}| =(ry
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2'(T,y :T>P{v/z}),] . From A <:r and (I',z : A)(z) = A and induction we
infer the desired result,

CI0.x : Av (2(yQT).P) ,{uf4/2}] =(ay €T > {v(yQT).P{v/}) ]

(T-Out@) The judgment has the form I';z : A F w(w@T) with I'(u) <: w and
['w) <: T. If £ = u we infer A <: w; if z = w we infer A <: T. From these results,
assuming I' = A, : T with A closed, we infer €[[T,z : A>u(wQT) ] {(v)tA)/z}]
=(a} €'[[T > u{v/a}(w{v/2}QT)]], as desired.

(T-MATCH@) The judgment has the form I';z : A F [u = w] P;@ and has been
inferred from I';z : AF w: S and from 'z : AF w: T, and from (I',z : A) Mu :
TNw:SFP,and fromT,2: AF Q. Let T = A, §: T with A closed.

Let A" =AnNMu:TMNw: S if u,w are names else A’ = AMw : T if u is a name and
w is a variable else A’ = AT w : S if w is a name and u is a variable else A’ = A.
Assume that 2 is a full context that closes its hole with variables  and 2’ is a full
context such that 2' =(n} 2.

By induction we have that Z[((I',z : A)Mu:TNw: S>P)  {vfA/z}] =qay
2'{((T,z:A)Nu:TMNov:S)\ x> P{v/z}),] and that
2[(T,x: A Q) {vhA/z}] =ay Z'[(T'>Q{v/x}),]. Particularly, the equation
above holds for types S, 7T such that S = (I';z : A)(u) and T' = (I, x : A)(w); this
follows from the hypotheses I'yz: AFwu: S and ',z : AF w: T, and subsumption.
From this we infer the desired result,

CUT, w:A> [u=w] P; Q) {(vf4)/z}]
=(a} ¢'{(T> [ufv/z} = wiv/a}] P{o/x}; Q{v/a})] .

Lemma 80 (Substitution Closure). Let I" be a closed type environment such that
'v: A Then:

(T a:A> P){(vfA)/z} ~{ry (T> P{o/z})

Proof. It follows from Lemma 79 and by observing that =yry is finer than ~4 ie.
(T>P) =y (F>Q) implies (I'>P) ~fp, (I'>Q). The proof of this result is
by coinduction and relies on the observation that processes equated by =¢r) exhibit

the same labels. We omit the rather obvious, but long, details. l

Next, we introduce a lemma saying that secret channels are not visible up to
strong administrative equivalence.

Lemma 81. Let N = (Ny,s) = (sip,s) = N*. We have that p = (new s)Chang
| Prozyn{C} ~* Proxyy-{C}.
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Proof. Let o = C[P|ZC[Q] whenever there is S such that s ¢ fn(S) and such that
P = (new s)Chans | Proxyy{D}[S] and Q = Proxyy~{CH{D}[S] and M = M, ::
N and M* = M, :: N* and whenever o = p\ ¢ and C[—] = (new ¢)Rp| — ApF R.
We prove that Z= is a weak administrative equivalence up to expansion: Lemma
63 ensures that this implies R C~4. We prove reduction closure, barb preservation
and contextuality are straightforward.
Let C[P] — H. The following cases arise.

) (é)net(M) net(M)
(Context out - Process in). We have ¢ —— ¢" and P —— P, H =
(new €)C'[P’]. A case analysis shows that the free inputs of P are inputs on
the free name net corresponding to (a) the proxy filter on kp and (b) corre-

sponding to the s channel filter on s, s . Suppose that C[P] — "+ H has been
inferred from a synchronization due to case (b); the channel rejects the packet

M since it is not encrypted under the key sf or sf. Therefore by Def22(3)

we infer that C[P] 4. H. By application of let and let-else axioms of struc-
tural congruence we have that P’ = (new s)Chan|net(M) |Prozyy{D}[S]
where Chan!, = (new s*,5°) s*(0)| RSs| WSs|(new 7)r()|!r().R where R is
filter, (z,z) with s, in if z & Sets then s°(x) or filter (y,t, z) with s in

if 2 & Sety« then filter z from s°@t in ! net({x},). It easy to see that for any ¢ we
have ¢ = Chan, =* Chan,. From this we infer ¢ = H =4 C[P]. We do not
match this move as C[P] =4 C[P] and o = C[P]ZC[Q]. Suppose C[P] > H
has been inferred from a synchronization due to case (a). There are two sub-cases
corresponding to (i) M = {M} ki and M has arity consistent with the proxy filter

or (ii) not. Sub-case (ii) is analogous to case (a): we infer that C[P] -, H and
H =4 C[P]. Suppose sub-case (i) holds. The packet is a valid proxy request. By
application of let and let-else axioms of structural congruence we easily find 7" in
the scope of t* such that P’ = Proxyy{D}[S|T]. We match this move by letting
C send packet M to the Proxy inside Q:

ClQ] - K = C'[Proxyuy-{D}[S | T]]

Clearly C[P] A Hiff ClQ] 4, K: we are done since ¢ = HZK.

(Process reduction). This is the case whether C[P] —— H is inferred from P - P’
and H = C[P']. This case is trivial as a case analysis shows that there is P

such that Prozyn{C} P and P = (new s)Chang | Py; this is due to the fact
that Chans does not reduce and does not interact with the Proxy. A case analysis
shows that the following cases arise for P: (a) P; = Proxyy,.n{C}[S1] or (b)
Proxyn{Cy :: C}[S1] or (¢) Proxyny{C}[S1] or (d) Proxyny{C}[Si]|!net(M). We
match this move with C[Q)] — K where in case (a) K = Prozyn,.n-{C}[S1] or
(b) K = C[Q] —— Prozyn-{Cy :: C}[S1] or (¢) K = C[Q] —— Prozyy-{C}[S1]
or (d) K = C[Q)] SN Proxyn-{C}[S1] |!net(M). A case analysis shows that in
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cases (a,b,c) we have C[P] L H A ClQ] 4, K while in case (d) C[P] — H A
C[Q] — K. Since for all cases (a,b,c,d) we have 0 = HZK, we are done.

(Context reduction). Trivial.

Now let C[Q] — K. The case whether the reduction is inferred from Q re-
ceiving a packet from the context is analogous to case (Context out - Process in)

in the sub case whether C[P] — H has been inferred from a synchronization due
to case (a). We omit the details that are very similar to that case. The remaining

cases whether K = C[Q'] and @ — @' or whether K = C’'[Q] and C — . " are
specular to their respective cases above.
m

The next lemma says that typed processes are implementable with the low-level
capabilities corresponding to the high level type environment.

Lemma 82. Let ' = P. There exists R closed by { I' |} such that (P) =y R{T'[}.

Proof. Suppose I' - P. We let A = {z, :T'(a) : a € T'} be the environment formed
by variables indexed by names in I" having the type of the names of I'. By the sub-
stitution Lemma we have that A = P{Zp,p)/fn(P)} where P{Z,1 __,m/n',...,n™}
is a shorthand for P{x,1/n',... z,m/n™}. We apply Lemma 80 and infer

(Pl /(PP {dom(T)/ir}) =gy (PlEpe/f(PDIT]. It easy to
see that P{Zpp)/fn(P)}){dom(T)/ir} = P. We have thus found R =
((P{Zpmp)/fn(P)})) that proves the claim, and we are done. O

The following notation will be useful to indicate a successful synchronization on
a channel queue; this case is the dual of Def[22(4).

Notation 3. Let P s P Whenever P
Cl(new n°)Q [filter ¢ from n°@QT in P|n°(M)] and P’
Cl(new n°)Q [filter M from n°QT in P| and M has type S <: T we say that

P successfully synchronizes to P' on n°QT, written P n°QT pr

We are ready to prove that the encoding (-) preserve the high level executions
steps.

Proposition 83 (Preservation of execution steps). Let ' be a closed type

environment such that T = P. If P - P’ then CE[(I'>P)] :A>—>%j[4w
CE[(T'>P")].

Proof. We proceed by induction on the derivation of P - P’.
(@C)a(b@B)
(PI-CLOSE@) The process of interest is P|(Q where P ———— P’ and

Q " @ and B < B and €0 (@) = 0 and P1Q — (new 25 O)(P'| Q)
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(&C)a(b@B) -
Let ' H P. From P ———— P’ we infer P = (new ¢ : C')P'|a(bQB); from
a(b@B') -
Q ——— Q" we infer Q@ = (new a : A)a(x@QB').Q;[Q" and Q" = (new a :
|

A)Q1{b/x} | Q". By definition of (-) we have (P) = (new é: C)(P") | (a(b@QB))
and (Q) = (new a) (a(z@QB").Q1) | (Q").

From the semantics of the applied calculus and from the definition of adminis-
trative reduction we infer the following reductions:

CE[<P> | <Q>] :A> H £ w | (neW dvé7 ai, C, d7€7f7 k7 h’l7h2)0hana1{c > d}[G]

| Prozyn{e :: f}| (filter z from sk(k) in (I a: A xz:Bv>Qi))||{(Q") | (P)

’ L<Cv d7 €, f7 h17 h2>
where G' = a$(bQB) |filter y from a{@QB" in ! net({y}w)) and

L(c,d,e, f, h1, hy) =Inet{{afr, sk(h1), e}ys) ['net({afw, sk(ha), f i)

[ tmet({arfir}ongnn) | et {artwh g | et ({B, sk(k), d} 1 |inet ({btB, e}, )
We illustrate the process L(c,d, e, f, hi, hy). The first emission on the left of the
definition is the request to the proxy for the read capability linked to a; the second
is the analogous request for the write capability linked to a. The third and the fourth
emission are the proxy’s answer respectively to the read and write proxy request.

The fifth emission is the read request to the channel server linked to a while the
sixth is the write request to the same channel server.

We let H 222 and we complete the protocol with the administrative reductions
by which the filter receives the answer ! net({bfB’} k)

al@B’

HYS Ky K2W | (new @, ¢, ay,¢,d,e, f,k,hi, hy) Chang, {c :: d}

| Prozyx{e: [} (T a: A B'>Qu) {bB//a}[ | (Q") | (P') |R

| 'net<{bﬁﬁl}sk(/€)> | L(C7 d7 ¢, f7 hlu h2)
where R = (new r)lrfilter, z with sk(k) in ([ a:Az:B'>Q,) and
filter,, g with M in P
2 net(z).decrypt z as {§} in P else (net(z)|n()).

First note that from closure of ~* under administrative reductions (Corollary
66) we have {T'[} = Koy =1 K. Next we discard R by noting that for any p holds
p = R ~* 0. This is indeed a variant of the well known pi calculus equation
(new a)a.P ~ 0 and holds for strong administrative equivalence as well; we omit the
proof details that are rather obvious. Let p be a substitution such that {T'[} C p
and such that p is sufficient to build K from a process closed by p. By contextuality
of ~* we infer

plE K ~*W/|(new @,¢ ay,c d,e, f, k, hi,hy)Chang, {c :: d} | Provyn{e :: f}|
(Tya: Az B'o Qi) {(00B//a} | [ (Q") | (P') | O] et ({bh B} )
|L(C,d,€,f, hlahQ)
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We use Lemma 80/ to bring the floating substitution {b{tB’/z} inside the translation.
Indeed from the hypotheses I' - P|Q and P = (new ¢ : C)P'|a(b@B) we infer
I,é: C Fb: B. From the hypothesis B <: B’ and subsumption we deduce
I,ée: CFb: B. We use weakening of Prop. 4 and Proposition [7l and we infer
respectively I',¢: C,a: A+ b: B and T,¢:C,a: A,z : B'F Q. We apply Lemma
80 and obtain:

pE(Té:Cia:Ax:B>Qu){bhB /z} =" (T,¢:C,a: AvQi{b/x})
Next, we apply Proposition 41 to erase bindings in p \ {T'[} and infer

{T} E K ~* W/ (new @, ay,c,d,e, f, k, hi, hy) Chang, {c :: d} | Prozyn{e :: f}
(02 Coa Ab Quib/a}) [1(Q") | (P) | net{({B o) | L(esds e, £, o)

where we used the axiom of structural congruence for the null process and =C~4.
Next we use Lemma 69 to remove emissions encrypted under a session key not
known to the environment:

p = W | (new hy, ha, k)net({aitit}suny)) | 1net ({aitw}spny)) | et ({b0B"} o) ~* W

As above the procedure is to consider a base p larger than { I" [} that can build K, to
exploit contextuality of ~“, and then to erase unuseful terms. We omit the details
and directly provide the following the following equation where we use the previous
equation and transitivity of ~:
(T} K ~*W/|(new @,¢ a1,c,d,e, f,k,hi, hy) Chang, {c :: d} | Prozynx{e :: f}
| (Qu{b/a}) [1(Q") [ (P") [ L(c.de, f)
where L(c,d, e, f) is L(c,d, e, f, hy, he) without the emissions encrypted with sym-

metric keys.

Next we apply Lemma 73 and Lemma 76/ to remove emissions that have been
accepted respectively by Chang, {c :: d} and Proxyy{e :: f}. We assume that the
p above satisfies the requirements of both Lemma and that is sufficient to build

(Qu{b/z) [ (Q") [ (F).
plEW/|(new ,c,d,e, f,hi,hy)| Chang {c:: d}| Proxzyy{e :: f} ~*
(new ¢, d, e, f,h1,ha)L(c,d, e, f)| Chang, {c :: d} | Proxyn{e :: f}
We use ~*C~4 and proceed as in previous steps to obtain:
T EK =" W|(new a,¢, ay,c,d, e, f, k, hi,hy)Chang, {c:: d}| Prozyn{e :: f}
| {(Qu{b/z}) [[(Q") [ (P)

Next we remove nonces both from the channel and from the proxy by using respec-
tively Lemma 75 and Lemma [78:

p = (new ay, ¢, d, e, f)Chang, {c :: d} | Prozyn{e :: f} ~* (new ay) Chang, | Proxyy
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We remove the channel for ¢’ and the entries in the proxy by using Lemma 81k
p = (new ay) Chang, | Prozyy ~* (new ay)Prozy

We obtain that

{T} = K =" W|(new a,¢, ar, k, ha, ho)Prozy | (Qu{b/a}) | (Q") | (P')

Summing up, by removing restriction on names ay, k, h1, ho not occurring elsewhere
by using the axiom of structural congruence for new, we obtain :

{T}EK~" Wl(new ac)| (Qu{b/z}) | (Q") [ (F') | Proxy
With minor structural rearrangements we obtain
{T} EK~* W|Proxy| {((new é: C)(P'| (new a: A)(Q"|Q:{b/x}))) .
Summing up we have that
CE[(P|Q)] =5—~{ry K ~iry CE[{(new &: O)(F'[ Q)]

and by transitivity of ~4 we have done.

(PI-MATCH) The process of interest is [u = v] P; @ and [u = v] P; Q — R may
be inferred from (a) P — > Ror (b) @ —_ R. Suppose case (a) holds. Since
[u = v] P;Q is closed, it must be that u = a = v for some name a in I (re-
member that if P is compatible with I then fn(P) C dom(I)). The I.H. is that
3K such that CE[(T'>P)] =%— K and K ~f, CE[(T'>R)]. By definition
(Tola=alP;Q), = if ajp = a;p then (IMa:l(a)Na:l(a)> P) else (T'>Q) ,;
notice that we do not add to g the unuseful binding a<a. By using
the let axiom of structural congruence and I'Ma:I'(a)Ma:I'(a) = T we infer
(I'bla=a|lP;Q), = (I'>P),. We use the induction hypothesis and infer
CE[(T>la=4d]P;Q)], s, K, as desired. In case (b) we proceed similarly
and by exploiting the let else axiom of structural congruence and induction we infer
the desired result.

(PI-PAR) The process of interest is P |Q; the transition under analysis is
P|Q s By the (PI-PAR) rule in Tab. 2.2 we infer that or (a) IP".P P
and S = P'|Q or (b) 3Q".Q @ and § = P|@Q'. We draw the case (a);
the case (b) is specular. Suppose case (a) holds. By the inductive hypothe-

sis we have that there exists K such that CE[(P)] A A K and K zf”
CE[(P')]. By the operational semantics of the applied pi calculus, particularly
from rule (PAR), and by definition of administrative equivalence, we easily infer that

(Q) |CE[(P)] =2—=2 (Q) | K. From '+ P|Q and (T-PAR) we infer ' - Q.
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From Lemma 82 we infer that there is R closed by { I [} such that (Q) = R{I'[}.
From the contextuality of ~* we infer { '} = R{T [} | K ~* CE[{P')]| R{T |} and
in turn JT} | (Q) | K ~* (Q) | CE[(P')], because =y} is finer than ~* (see
Lemma 80). By using axioms of structural congruence for parallel reordering we
obtain {T'[} = (Q) | K =% CE[{P'|Q)], as desired.

(PI-RES) The process of interest is (new a)P; the transition under analysis is
(new a)P SN (new a : A)P’. From the typing system we infer I, a : A+ P. By the
(PI-RES) rule in Tab. 2.2l we infer that P — P'; the inductive hypothesis is that
there exists K such that CE[(P)] 4, K and {T,a: A} E K ~* CE[{P")].
By the (RES) rule of the applied pi calculus semantics and by definition of ad-

ministrative equivalence we infer that (new a)CE[(P)] A, (new a)K. From
contextuality of ~* and the LLH. we infer that {T,a: A} \ a E (new a)K =~
(new a)CE[( P")]. It’s easy to see that {{I',a : A} \a = {T[}; by using the axiom of
structural congruence for New with a & fn(CE[{ P’)]) we infer { '} = (new a) K ~*
CE[((new a)P")], as desired.

(PI-REPL) Analogous to case (PI-PAR).
[

The reverse direction of operational correspondence is subtler, as the encoding is
not prompt. We therefore need a generalization of the standard reflection result,
based on the relation ~*. First we introduce useful notation and terminology and

then state a few preliminary lemmas. Let P A p— . We call the reduction

sequence N canonical, and write it as in g, if it only includes the administrative
steps from P required to enable the synchronization in P’ (as stated, this is loose,
but can be made precise, as we know exactly which are those steps).

Lemma 84. The following hold.

1. p = Proxvyn.u{C}P] ~* Proxyy..n{C}P]

2. p | Proxyn{C :: D}[P] ~* Proxyn{D :: C}|P]

3. p = Chan {N :: M}[P] ~* Chan,{M :: N}[P].
Lemma 85. Let CE[(I'>P)] =2 H — K. Then there exists H' such that
CE[(I'>P)] =% H —~I K.

Proof. Let CE[(P)] 4 H — K. A case analysis shows that H 22 K. To

see that H — K implies H noL K , first consider that the names occurring in
inputs and outputs of H are net, n°,n* and “recursion” names 7 used by processes
rec X.P. A case analysis shows that: (i) H’s outputs on net are under replication
while its inputs on net are under replication or under recursion: reductions involving
replicated input and replicated output satisfy Def. 22(1) while reductions involving
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recursive input and replicated output satisfy Def. 22(2) or Def. 22(3) since such
inputs are filters waiting for a term M encrypted under a session key sk(N) and
no other terms M’ # M are encrypted under sk(N) in H; (ii) reductions on n°
or satisfy Def. 22(4) or are (n,t) synchronizations for some t; (iii) reductions on
n* satisfy Def. 22(5) since translated processes never associate the same nonce to
different packets; (iv) reductions on t* satisfy Def.22(6); (v) reductions on recursion
channels satisfy Def. 22/(7).

As canonical sequence we choose the one composed by the minimal completion
of the write protocol (which is asynchronous) followed by the minimal sequence to
complete the asynchronous part of the read protocol. The read protocol actually
completes when, after a (n, t)-synchronization, the reply is received by the input con-
tinuation. The completion of the write protocol arises in two steps. The first step is
the reduction inferred from filter (z, z) with n_, in if z & Set,« then n°(x) synchroniz-
ing with emit({M},+); the second step is inferred from the continuation of the filter

synchronizing with n°(M). Whenever Q — Q' —— Q" we write Q LUEN Q' LUEN Q"
if Q —— Q' is inferred from the first step of the write protocol and Q' —— Q" is in-
ferred from the second part of the write protocol. Specularly, the completion of the
asynchronous part of the read protocol arises in two steps. The first step is inferred
from !filter (y,t,z) with n_ in if 2 & Set,- then filter x from n°@t in !net({z},)
synchronizing with emit({M}, +); the second step is inferred from the continuation
of the filter synchronizing with n°(M). former. Whenever Q —— Q' - Q" we

write @ EiZN Q' 2, Q" to indicate that Q@ —— Q' is inferred from the first step
of the read protocol and ' —— Q" is inferred from the second part of the read
protocol.

We are ready to find H" such that CE[(P)] SENY K — /! K; we proceed
as follows. We first move the reduction inferred from the first step of the write
protocol backwards; next we roll back the reduction inferred from the second step
of the write protocol. Then we do the same procedure for the asynchronous part
of the read protocol. Finally we roll back the (n,t) synchronization, and we show
that the process reached with the (n,t) synchronization is administrative equivalent
to K, as desired.

(Write protocol - First step) Let CE[(P)] 4 H ™ K we know that there

exists @1, Q2 such that CE[(P)] 4, (O} W, Q2 A, H; this is due to the fact
that the write protocol and the asynchronous part of the read protocol must be
completed for H be ready to commit. If CE[(P)] = @, then we go can jump to
the paragraph above describing the proof for the second step of the write protocol.
Otherwise suppose CE[(P)] N Qo A, (O} Wi, Q2 2. H. Since Q1 LUEN Q2
has been inferred from a replicated input and a replicated output that are present
in CE[( P)], we infer that these two threads are ready to synchronize even in Q:
JH . CE[(P)] N Qo Wiog 4 (). By repeating the procedure for all reductions

CE[(P)] =4 (o we infer that there is J such that CE[(P)] 25 J = H.
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(Write protocol - Second step) In the previous step we have obtained CE[( P)] 25

J =2 H. Now there must exists Q1, Qs such that CE[(P)] X5 2 0, 2
Q- A H It T = (21 we jump to the paragraph above involving the first step of the
read protocol. Otherwise there is Qo such that CE[( P)] 25 J =2 Qo -5 Q; 22
Q- 4. H. We know that Qo LN (21 has been inferred from the continuation
of the filter on n,, receiving a nonce list on the private channel n*. We analyze
possible cases for the reduction Qg A, 1. The following cases arise: the reduction
is inferred from (a) a recursion reduction which unblocks the filter on n, or (b)
a reduction on n* or (c) else. In case (a) we know that there is @ = @, such
that CE[(P)] YL 05 Q 5 QX2 @, =% H. From Proposition
55 we infer CE[(P)] 25 J = @ 22 @, =% H. In case (b) we infer that
CE[(P)] YL s Q, mi>~§ Q> NQo =2 H. Indeed we may execute action
(b) after the second step of write protocol and what we obtain is a reordering
of the list of nonces; Lemma 84! ensures that such reordering is not visible up to
strong administrative equivalence. Notice indeed that the nonces exchanged in these
reductions are different; if not we have a contradiction since by hypothesis the

write protocol is completed due to ()q LULN Q1. In case (c) we easily infer that
CE[(P)] X J 2 Qo 24, (,. By repeating the procedure for all reductions
(a) J 2 Q or (b,c) J =4 Qp and by transitivity of ~4 we find Y such that
CE[(P)] L 7 ™2y Aap.

)] =

(Read protocol - First step) In the previous step we obtained that CE[( P
J 22y 4y X for some X N‘;‘ H. We proceed analogously to the first step of write

protocol and find @ such that CE[(P)] 5 7 X2y L @ A X,

(Read protocol - Second step) CE[(P)] 25 J 2 vy A XAX ~% H. We proceed
analogously to the second step of write protocol and fin Z such that

CE[(P)] 2512 1L, L2 A Z and Z ~% X. By Z ~/! H and chasing diagrams

argument we easily have that there is K * such that CE[( )] LI A RN

Z — K* NK* ~ A K. A case analysis shows that Z 225 K*.

((n,t) step) In previous steps we obtained that there is K’ such that
CE[(P)] WHI12 HL e, por A 7 ™% [ and K* ~2 K. In case K’ = Z
we are done as CE[(P)] =2 K’ »®% K* and K* ~4 K. From ~4Ca? we obtain
the claim Otherwise we have that there is () such that CE[(P)] EEN

1 A, 7 ™ K*. Three cases arise for 1 Az corresponding to (a) the reduc-

= H =
tion involves the output on n° or (b) the reduction occurs on a recursion channel
and unblocks the input on n° or (c) else. In case (a) we infer that there is G such

that CE[(P)] L H L ™G ~%! K*. Indeed in G the output on n° is

. . . A .
not more available; since in ¢); — Z such packet was picked up from a recur-
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sive filter, we have that in Z there is a non-prompt filter on n°, hence the use of
%;‘ to make the filter prompt as it was in (1. In case (b) we infer that there is
Q = Z such that CE[(P)] =% H' =% Q A Q5 7 ™ K*. From Propo-
sition K5l we infer CE[(P)] A H 2 Q X K*. In case (c) we easily infer
CE[(P)] A B =2 Q, 254, K*. By repeating the procedure for all reduc-

tions (a,c) H' =2 Q1 or (b) H' =2 Q and by transitivity of ~4 we find T such

that CE[(P)] N ) ~4 K*. From K* ~4 K and ~*C~a* we infer that
CE[(P)] =& H' —~/ K, as requested. O

The following Lemma is the key to prove that the encoding reflects high level
execution steps.

Lemma 86. Suppose CE[(I'>P)] A H — K. Then there exists P' such that
P P and {T |} = K ~* CE[(T'>P")].

Proof. From the hypothesis of the Lemma we infer the shape of P and in turn the

shape of H. First from CE[(P)] =25 H — K we infer CE[(P)] =25 H 195 K, for
some name a and type B’ (see the proof of Lemma [85)). Next a case analysis shows
that P = Cla(b@QB) | a(z@QB’).Q] where B <: B’. Similarly to the (P1-CLOSE) case
of the proof of preservation of execution steps (Prop. 83) we infer the shape of H.
The presence of the context is easily tackled by noting that (C[P]) = (C)[{(P)].
Asin that case we let K to complete the read protocol by inferring the administrative
reductions that let the continuation (@) receive the terms bftB’. Finally we discard
emissions encrypted under symmetric keys by using Lemma 69, we ignore emissions
encrypted under asymmetric keys by using Lemmas 73,76, we remove nonces from
channels and proxy by using Lemmas 75, [78, and we remove both the entries in the
proxy for a and the channel linked to those entries by using Lemma 1. Finally
we use Lemma 80 to bring bft B’ inside (Q), and by P’ = C[Q{b/x}] and minor
structural rearrangements we obtain that there is K™* such that:

CE[(P)] & H B K A Kk* A T} = K* =~ CE[(P')]

From closure of ~4 under administrative reductions (Corollary 66) we infer { T'[} =
K ~4 K*; by transitivity of ~4 we infer {I' } = K ~* CE[(P')], as desired. [

Proposition 87 (Reflection of execution steps). Assume {T'[} = H ~4

CE[(I'>P)] and H — K. Then cither {T|} = H ~* K or there exists P’
such that P — P’ and {T } &= K ~* CE[(T'> P')]].

Proof. Let H - K. If H -2 K, we apply Proposition (65 and we obtain =
H ~* K, as desired. Otherwise we have that H — K, and by {T'[}  H ~*

CE[(P)] we infer that there are J,Z s.t. CE[(P)] =2>— J =2 Z and {1} £
K ~* Z. We apply Lemma 85 and we infer that there is Q s.t. CE[(P)] S NG Q
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and {T} = Q ~* J. We apply Lemma 86 ad we obtain that there is P’ s.t.
P P and T} = Q~* CE[(P')]. From J =4 7 and Corollary 60 we deduce
T} & J ~* Z. Summing up we have the chain: {T} £ K ~* Z ~4 J =4 Q =4
CE[{P')]. We use the transitivity of ~* and we infer {T'[} = K ~* CE[(P')], as
desired.

To prove the operational correspondence of the encoding we need a technical
lemma.

Lemma 88. If {T} EP~4Q and T <:1 then {1} F P~ Q.

Proof. Let {T'}} = P~* Qand I' <: L. Assume I' = a : A, 1=a: B. We use the
notation nf}7 to indicate the tuples m 74, ..., npuN,. We have that {I'[} = aftA
and {1} = aftB. Consider a tuple aftA € {| T ﬂ and assume aftA = My, My, M3, M.
Let aftB be the correspondent tuple in aftB and assume affB = Ny, N, N3, Nj.
From I' <: I we easily infer A <: B. A case analysis on the encoding of values shows
that M; = Ny and My = Ny and My # N, implies Ny = T and M3 # N3 implies
N3 =TT.

Let M/Z be the set of substitutions in {{T'[} such that for each M/z € M /% with
M # T holds that T/z € {I[}. We apply Proposition 4l to {T'[} = P ~ ~4 () and
remove bindings M/x obtaining { " [} \ M/ = P ~* Q. Then we build {I[} by
adding bindings T /& to { T }\M as in: ({T }\M/z), T /& = {1}}. Since fn(T) = @,
we apply Proposition 40 to { T} \ M/z = P ~* Q and infer {1} = P =% Q, as
desired. O

We have all the ingredients to prove the operation correspondence of the
encoding (-).

Theorem 89 (Operational Correspondence). Let I',1 be closed type environ-
ment such that '+ P and I' <: 1. The following hold.

1. If P " P' then CE[(T'> P)] =5}, CE[(T'> P')];

2. If {1} = H ~* CE[(T'>P)] and H — K then there exists P' such that
PP and {1} = K =4 CE[(I'>P")]].

Proof. Apply Propositions 8387 and Lemma [88. n

The following corollaries establish a weak version of operational correspondence.

Corollary 90. Let I',1 be closed type environment such that I' = P and I' <: 1.
If CE[(T'> P)] = H then there exists P’ such that P = P' and {1} = H ~*
CE[(I'>P")].
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Proof. By hypothesis there is n > 0 such that CE[(P)](=—)" =& H. We
proceed by induction on n. If n = 0 then by Corollary 66 we have that {I[} =
CE[(P)] ~* H. We have thus found P’ such that P = P’ satisfying the equation
above. Otherwise assume CE[(P)](:A>—>)" 4 K <=4 H. By inductive
hypothesis we have that there is @ such that P = Q and {T'|} = K ~* CE[(Q)].
Let X,Y be such that K A X — Y = H. From Corollary 66 we infer
{7} E K ~* X and by transitivity of ~* we obtain {I'[} = X ~* CE[(Q)].
We apply Theorem 89(2) to {T'} = X ~* CE[(Q)] A X — Y and we infer that
there exists P’ such that @ —— P’ and {T} = Y ~* CE[{P')]. By closure of
~* under administrative reductions we infer {T'} =Y ~4 H. Therefore we have
the chain: {T'}} = H ~4 Y ~4 CE[(P’)]. From this equation we infer {T'[} |
H ~* CE[(P')]. From the hypothesis CE[{ P)](=2—)" =& K =& -4 |
we infer the weaker CE[( P)] = H. From P = P’ and {T'|} E H ~* CE[({P')]
we obtain the proof of the corollary. O]

Corollary 91. Let I'|1 be closed type environment such that I' = P and I' <: 1. If
P = P’ then CE[(T'>P)] = %{?I]} CE[(I'>P")].

Proof. Standard, by induction on the length n of the derivation P = P’. O

The last result we need before proving the soundness of the translation is preser-
vation and reflection of high level barbs. Given a type environment I, we define
testing processes of the form

T" = link (nfir,y) in (new k)emit({sk(k), T}, +) |filter T with sk(k) in w()

We assume w ¢ fn({1[}). The following barb predicate I = Py, += (nf € A{I}) A
{1}, w/z = (T™]| P) |, correspond to pi calculus barb I = P |,, in the following

sense.
Proposition 92. The following hold.
1. 1= P, implies 1 = CE[(T'> P)]{,+
2. 1= CE[(T'>P) |+ implies T |= Pl,.

Proof. We first prove (1). By I = P |, we infer that (a) I - a : r and (b) P =
Cla(b@B)] for some name b, type B and context C' that does not binds a. From
(a) we deduce af € A({I}}). From (b), similarly to the proof of of Proposition 83
(case (P1-CLOSEQ)) we infer that there are H, D such that T*|CE[(P)] = H
and H = D[! net({O0T }anr)) | filter 2 with sk(k) in w()] where D does not bind w.

We therefore obtain H =25 and in turn {1}, w/z = CE[(P)]{., as desired.
To see (2), suppose I = CE[(P)] |,+. By definition we have that (a) a €
AT} and (b) {1}, w/x = (T*|CE[{P)]) . From fn(P) C dom(I) we infer
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f(P) € dom({I[}). From w ¢ fn({I]}) and the result above we conclude that
w ¢ fn(CE[(P)]). Therefore the barb on w comes from 7T and it is easy to see that
the barb is unblocked iff the filter receives a packet ! net({ M} x)) with M having
consistent arity and k being the fresh name generated by T itself. A case analysis
shows that such packet must be generated by the channel server o’ linked to a upon
a (a’, T) synchronization. Since such synchronization may occur iff a proxy write
request on a is followed by a write request on o', we infer that P = C[a(bQB)]
for some name b, type B and context C' that does not binds a. From (a) we infer
I+ a:r. We glue the results and infer I = P},, as desired. l

The next Theorem ensures that the translation equates only high level equivalent
processes.

Theorem 93 (Soundness). Let ', A and 1 be closed type environments s.t. T') A <:
I. We have that {1} = CE[(T'> P)] =" CE[(A> Q)] implies | | P =™ Q.

Proof. We consider the relation defined as I F PZ(Q whenever {I} |
CE[{P)]] =4 CE[(Q)], and we prove that Z is a typed behavioural equivalence.
Suppose I F PZ(Q). We first prove that & is reduction closed by using the opera-

tional correspondence of the encoding (see Theorem 89). Let P P We apply

Theorem89(1) and find K s.t. CE[( (P) )] =2>— K and {1|} = K ~* CE[(P")].
From ~AC247 (see Cor. 62) we have {1} = K =4™ CE[{P’)]. By definition of
Z we deduce that there exists H s.t. CE[(Q)] = H and {1} F K =" H.
We apply Corollary 90/ to the last weak transition and we obtain that there ex-
ists Q' st. Q== Q and {1}  H ~* CE[(Q')]. By ~4C="" we have
Q1 F H =47 CE[(Q)].

From the results above we build the following chain: {1} | CE[( P')] =A™ K A7
H =47 CE[(Q')]. From transitivity of ={fy (Prop. [34) we conclude that {I[} =
CE[(P')] =4 CE[(Q')], which in turn implies I |5 P'Z(’, as needed.

Barb preservation is obtained directly by using Proposition 92. Let I = P |,;
thus I(a) <: r and in turn o € Range({I1}}). By the contextuality of =7 we
find w & fn(JI[}) st. J1},w/x = CE[{P)] =™ CE[{Q)]. Now we easily find T
st. {I},w/x T and T* =T({1},w/x). By closure under parallel composition of
AT we infer {1}, w/x = CE[{P)]|T* =A™ CE[(Q)]|T*. By Proposition92(1) we
have I |= CE[( P )]{,+, that is {1[},w/z = (CE[(P)]|T*) .. By definition of %
we have that {1}, w/z | (CE[{Q)]|T*) .. This together with a;t € Range({1[})
let us infer I = CE[(Q)]{,+. We apply Prop. 92(2) and we obtain I = Q {,, as

needed.

Finally we show that Z# is contextual. Let I,a : A E PZQ and let
' - PAF @, where I' <: I,a : A and A <: I,a : A. We need to prove
that I &= (new a : A)PZ(new a : A)Q. By definition of # we have that
{La: A} \a | (new a)CE[(P)]] =™ (new a)CE[(Q)]. It is easy to see that
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{La: A} \a={I[}. By using new axiom of structural congruence and the defini-
tion {(new a:T)P) = (new a)(P) we infer {1[} \ a = CE[{(new a : A)P)]] =A™
CE[((new a : A)Q)]. We conclude that I |= (new a : A)PZ(new a : A)Q, as desired.
For the second clause, let I = PZQ and let I + R. We need to show that
I = P|RZQ | R. From Lemma 82 we infer that there exists R* closed by {1[} such
that (R) =gp R*{I]} and in turn p = (R) = R*{I} (from =41, CaAC47).
From contextuality of =47 we infer { I} = CE[{P)]| R* {1} =A™ CE[{Q)]|R*{I|}
and with minor structural rearrangements we obtain {{I[} = CE[(P|R)] ="
CE[(Q]|R)]. Therefore I = P| RZQ | R, as desired.

The last clause requires that I | PZQ and a ¢ fn(I) implies I,a : A = PZQ. By
definition of % and contextuality of =A™ we have that {1}, a/x = CE[{P)] =7
CE[(Q)]. We add entries affA/z to the environment by using Proposition 40. We
obtain: {1},a/z,affA/z = CE[(P)] =4 CE[(Q)]. We remove the entry a/z by
using Proposition 41: {I},aftd/x = CE[(P)] =4 CE[(Q)]. These results let
us deduce {L,a: A} = CE[(P)] =" CE[{(Q)] and in turn I,a : A | PZQ, as
needed. ]

5.5 Full abstraction theorem

We introduce a encoding which extends (-) by considering arbitrary representations
of term capabilities of a given type. To motivate, notice that the environment can
legitimately create terms capabilities that are not encryption keys and send it to
system processes. However, the implementation uses these terms only as a token
to receive system generated encryption keys. At the high level we represent term
capabilities with typings and we keep the association among them with an injective
function 5 = {(a : A,N),...} from typings to terms such that the type of N is A
and such that the domain of 3 is a type environment. The encoding of values ug
maps values u such that u : A is in the domain of 3 to the image of u : A in :

" :{ﬁ(u:A) u: A€ dom(f)
ug

U else

The definition of (I'> P) s is obtained by substituting the encoding of values
v arising in the definition (I'>P) with vg. In the following we will abbreviate
(I'b P) g with (P) g whenever the environment I" is unnecessary.

We first introduce a lemma useful to prove the theorem of completeness.
Lemma 94. Let p be an environment such that k,, k, & A(p) and assume p = C.
o a(M)
Suppose CE[( P') 4] 2 H and C[H] — K is inferred from C —— C'{M/x} and

(©)a(M)
H —— H' and K = (new ¢)C'{M/z}|H']. Then we have:

p =K~ (new n)tnet({n}) | C'{{n}a/a}[H] .
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Proof. By case analysis on H & H'. By syntactic analysis of the encoding
(-}, we infer that this interaction has occurred on the channel net, which is the
only free name used as channel in the encoding (-)”. A case analysis on (-)# shows
that there is an environment configuration CE*[—| and a process P* such that such
that

H = (new A, ¢)CE*[(P* | net(M))] H' = (new A,¢)CE*[P* | net(M)]

Here A are the system-generated names used to build trusted channel servers and
CE*, P* are obtained by interactions of (P)#” with CE. Moreover, a case analysis
shows that all emissions on net occurring in the encoding are encrypted by using
symmetric or asymmetric schemes with the following properties: symmetric keys
are generated around fresh names, asymmetric packets contain a fresh nonce. This
let us infer that two cases arise for M:

1. M= {N}sk(k‘) and k € ¢
2. M ={N,c}u) and ¢ € ¢ and {dk(N),N} N A(p) = @

Case (1) says that the session key used for symmetric encryption is fresh. Case (2)
says that the nonce is fresh and that the environment does not knows the terms
dk(N), N that could be used to open the crypto-packet. To see that, notice that
ek(N) or is built around the proxy public key as in N = kp, or is built around a
system-generated seed as in wr(n), rd(n) with n € A.

In case (1) we use Corollary 70 and we infer the stronger p = K ~% (new n)
C'{{n},/z}[H]. In case (2), we infer that there are a process @) and a term 7" such
that (a) exists n € A such that N = rd(n), wr(n) and CE*[—] contains Chan,{T}|Q]
and () satisfies the conditions of Corollary [74 or (b) N = k, and CE*[—] contains
Proxyn{T}|Q]. In sub-case (a) we use Corollary 74/ and infer the desired result,
pE K ~* (new n)! net({n},) |C'{{n},/x}[H]. In sub-case (b) we use Corollary
77 and we infer the desired result. ]

The following theorem ensures that the forward direction of Theorem 406 actually
holds for the particular 5 = 0.

Theorem 95 (Completeness). Let T, A and1 be closed type environment such that
[, A <:1. Assume dom(B) C 1. Then1kE P = Q implies {1} = CE[(T' > P) 5] =47
CE[(A>Q) gl

Proof. To build our candidate relation, we consider computing environments of the
form

CE'[~] £ — | W | Chana{N}[S]| Proxy;,A{M}[T]

The proxy configuration Proxyy {M}[T] associates client terms in M to their
server counter-part A and contains proxy requests T of the context. Formally the
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proxy map contains entries of the form (M;p,n) where n € A and M € M. Notice
that the scope of A is outside this definition: the context may have indeed received
capabilities built around A due to a linking request. The channel servers Chana
created by the proxy contain processes S generated by read /write requests submitted
by the context and their administrative redexes.

In the candidate relation the computing environment is surrounded by a context
representing the low-level knowledge of I and containing the capabilities generated
apart A sended by the proxy. As usual, we augment {1} with fresh names b and
we let the index of the relation to be a subset of this base to ensure closure under
weakening. We require that names b do not clash with the free names of P, Q.

Finally encoded processes up to § are immersed in the computing environment.
We will use the (8 clause in the sub-case whether the context send a packet to a
process (see the intrusion paragraph).

Given these intuitions, we let the candidate relation % be defined as:

p = CICET[(P) s|ZCICET[(Q) 5]])

whenever
LIEP=Q
2. (a:A) € dom(B) implies I(a) <: A
3. pC ({I}.b/2) AbN (T }) =0 where T =10 fn(P,Q)
4. Cl=] = (new A, &)(RYL A}, b/E) | —) and ({L A}, b/2) F R
5. CE*[—] = — | W | Chana{N}[S] | Prozy;{M}|T)

We prove that Z is a weak equivalence up to administrative equivalence. We use
the following naming conventions: C[—]| is the context, CE*[—] is the environment,
what fills the hole of the environment is the process. We let H = C[CE*[( P) 7]
and K = C[CE*[{Q)7]].

Barb preservation. Let p = H |,. If this barb is inferred from p [
CE*[(P)g] la, a case analysis shows that a = net. We match this barb with
p E K |, inferred from p = W |,¢. Otherwise p = C |, and we trivially have

pE Kl

Reduction Closure We need to check the cases H == H’ and H =2 —=2s [’
of the definition of equivalence up to administrative equivalence.

Let H =2 H'. By Proposition 65 we have { 1|} = H ~4 H’ and we have done since
pEH ~* HZK.
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Otherwise let H == Y — Y’ =2 H’. We find K’ st. K = K’ and
pEY ~* % ~* K'. The desired result, p = H' =4 # ~* K’, will follow since ~*
is closed under administrative reductions and is transitive.

Consider H =2 Y — Y. Then there is a canonical sequence to Y* such that
HA v A7 Welet

H=2y
be obtained by replacing in H NS any reduction inferred from the environ-
ment receiving a packet from the process, with a reduction inferred by the envi-
ronment receiving a packet from the noise. To illustrate, assume H A g A

Hy 4 Y* and H* -5 H; is obtained by the hypothesis above. We have that

for some processes E, R and term M holds H* = E[W |!net(M) |net(z).R] and

H; = E[W|!net(M)|R{M/z}]. In such case we find Hj such that H; —

EW |net(M) | (new n)! net({n},) | R{{n}./x}]. Notice that the process’s output
is inaffected by this operation, because is replicated. By repeated applications of
Lemma 04/ we obtain that p = J &4 Y*. From this we infer that there is J’ such
that J — J' =2~4 Y’ Also notice that no interactions among the context and
the process arise in H 4% J. Indeed the canonical sequence does not contain re-
ductions inferred from the context sending terms to the process, i.e. this reduction
is not canonical for any J’' such that J — J’. This holds since the free outputs
occurring in the translation are non-blocking and since the free inputs are those of
filter processes that wait packets encrypted under a session key not known to the
context.

We proceed by analysis of possible cases of interaction of J — J'.

(Context - Process). This is the case whether J — J' is inferred from (a) the
context receiving a term from the process or (b) the process receiving a term from the
context. By syntactic analysis of the encoding (-)?, we infer that this interaction
has occurred on the channel net, which is the only free name used as channel in the
encoding.

We first analyze case (a). We have that there is CE} such that J = C'[net(z).R
| (new b)CE:[P* |!'net(M)]] and J = C’'[(new b)R{M/xz}| CE:[P*|!net(M)]].
As shown in Lemma 94, all outputs coming out from the translation are emis-
sions of packets (a) encrypted under fresh symmetric keys or (b) encrypted
with asymmetric keys and containing a fresh nonce; therefore these packets are
seen as noise by the context. We apply the Lemma and obtain p | J' =4
C'[(new n)! net({n},) | R{{n}n/z} | (new b)CE:[P*|!net(M)]]. Next, we unroll
canonical administrative interactions among ( P) and CE. There is CE§ obtained
by interactions of CE with C' such that

A C’'[net(x).R| CE§[{ P)"]] —
C'[(new n)! net({n},) | R{{n}n/2} | CES[( P)P)] <25 J'
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We match this move with
K = C'[net(x).R| CE5[(Q) 7] == C'[(new n)! net({n},) | R{{n},/x} | CE5[(Q) "))

By using closure of administrative equivalence under administrative reductions
we glue the results obtaining;:

p Y =T &4 C(new ) net({n},) | R{{n}n/z} | CE5[{P)"]]
Z C'[(new n)! net({n},) | R{{n}./x} | CE5[(Q)"]]

Now suppose case (b) holds. A case analysis shows that all input on net of the
translation of P occur in processes filtering packet under a session key not known
to the context. We have that there is CE] such that J = C'[net(M) | CEj[(new k)P*
| filter & with sk(k) in P]] and J' = C’'[CEj[(new k)P* |filter M with sk(k) in P]. We
easily obtain .J’ A by rolling back the filter to its initial state. Next, we unroll
canonical administrative interactions among ( P) and CE: there is CE§ obtained by
interactions of CE with C such that:

H =& C'[net(M) | CEL[(P)7)] = J

We match this move with
K = C'[net(M) | CE;[(Q) "]
We obtain :

pEY =T~ T~ Clnet(M) | CE5[( P) )| %2C [net (M) | CE5[(Q) 7)) -

(Context - Environment). This is the case whether J — J' is inferred from (i)
the context sending a packet to the environment on the channel net or (ii) the
context receiving a packet from the noise generator W. To see that no other cases
are possible, notice that, as we have seen in the proof for barb preservation, the
environment does not contain free outputs but the noise. We stress that an emission
containing capabilities generated by the proxy is considered part of the context
when the request is due to the context, and part of the process when the answer is
generated upon a process’s request.

We first analyze case (i). We have that there is CE} such that J =

net(M)
C'[net(M) | CE{[P*]] and J" = C"[CE} y[P*]] where CE] —— CEj . Next, we

unroll canonical administrative interactions among (P) and CE. There is CE}
obtained by interactions of CE with C' such that

H =% C'[net(M) | CE5[(P) )] — C'[CE; [ (P) ")) = T

net(M)
where CEj ——— CEg .
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We match this move with
K = C'[net(M) | CE5[(P)7]] == C'[CE5 m[(Q) 7))

By using closure of administrative equivalence under administrative reductions
we glue the results obtaining:

pEY & T~ CCE M [(P) | 2C [CE [ (@) 7)) -

In case (ii) we infer that there is CE§ obtained by interactions of CE with C' such
that J = C'[net(z).R|CE;[{ P)P]] and J' = C'[(new n)! net({n},)| R{{n}./x}
| CE5[( P)P”]]. We match this reduction with

K = C'[net(z).R| CE5[(Q) 7] == C'[(new n)! net({n},) | R{{n},/x} | CE5[(Q) "]
We obtain:

p Y & J = C'(new n)! net({n},) | R{{n}n/x} | CE5[( P) "]
ZC"(new n)! net{{n},) | R{{n}t./x}| CES[(Q)ﬁ]]

Process reduction. This is the case whether we have J 2% J' and the reduction
is inferred from a read request and a write request of the process. In such case no
previous interaction with the context is needed. We have that there is CE] such

that J = C[(new ¢)CEj[P*] — noL We apply reflection of execution steps (in the

canonical form of Lemma 8()) to H =25 J 2% J' and we infer that there is a pi

calculus process P’ such P —— P’ and p | J' ~4 C[CE*[(P')?]]. We exploit
the hypothesis I = P = @ to infer that there is @' such that Q = @’ with
I = PP = Q. We use preservation of execution steps (Corollary 91) and infer that
there is K’ such that K = K’ and p = K’ ~4 C[CE*[{Q’)"]]. We have done as

pEY' =T RACICE[(P) | ZCICE[(Q) P =" K" .

Intrusion. This is the case whereas the encoding of P receives a term from the
environment and this term was inserted in the queue of a channel by the context. We
have P = (new b)P, | a(yQT).P, and I+ a : w. Moreover, the intrusion hypothesis
let us infer that there is CE] such that

J = C'[(new b,&)CEX[(P,) | P*|filter § with sk(k) in (P)”
CEi[-] = —|W | Chana{N}[R|filter § from a;QT in ! net ({7} o))
| a3 (N)] | Prozyy {M}R)]

Here a, is the server counterpart of a, and the “type ” of N is some S such that
S <:T. The bindings ¢ are formed by the seed k of the shared key sk(k) and the



144 5. Proofs

nonce ¢ contained in the input request of the encoding of a(z@QT'); P* is the leftover
of this request.

Process J' is obtained by the (successful) synchronization of the two threads in
the environment; this is because of the hypothesis S <: T. We let the environment
CEg . differ from CE* in that the nonce c is stored and the name a is registered (it
may be registered as well in CE*).

JUEJ = C'(new b, &)CEL[(P2) | P* | net ({(NAT} i)

| filter § with sk(k) in (Py)”

By letting the continuation of P to receive the emission received from the channel
and by removing the leftover of the communication with Lemmas 69,73]75]78 we
obtain:

J' =Esr C'[CES[(new b) (Po) P | (P)P{NAT/7}

The environment CEj differs from CEf_ in that the nonce c is not saved.
Now two cases arise corresponding to (i) N = affT” for some a in I or (ii) not.
We let ' = [ in case (i), else 3,= 3, (n : S, N) with n & dom(I). We use Lemma 80

and closure of administrative equivalence under administrative reductions and infer

pE J ~* C'[CE[( (new D) Py | Pi{n/y}) "]

By the hypothesis I = P = @ we infer that (i) if n € dom(I) then
I F a(n@QS)|P = a(n@S)|Q else (ii)) ILn : rw | a(n@QS)|P = a(n@QS)|Q.
Since a(n@S)|P - P’ £ (new b)P,| Pi{n/x}, by hypothesis there is Q' s.t.
a(n@S)|Q = Q" and () I F PP = Q or (ii) Ln : rw E P = Q. We ap-
ply preservation of execution steps (Corollary O1) to the process (a(n@S)|Q )"
immersed in C'[CE}[—]] and obtain that there is K* such that

C'[CE3] (a(n@S) | Q) 7]) = K (5.1)
and p = K* =4 CICES[{Q) 7))

Given H 25 J , and that J contains the message a(ng1S) that by hypothesis
has not been inserted by the encoding of P, we infer that the same message a(ng1.S)
can be produced on the right side. With some calculations we infer that:

K = C[CE"[(Q) 7)) &= C'[CE[ (a(n@S) | Q) 7]

Administrative equivalence is used to remove the leftover of the process write re-
quest, as usual. Therefore by closure of ~% under administrative reductions we
obtain

CICE'[(Q) ")) = C'[CE;[(a(n@S)| Q)" ]]
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This together with equation (5.1) let us infer that there is K’ such that
K= K~} K*
We finally obtain:

pEY =T = CICE (P | RCCE[( Q) ) 4 K = K

Extrusion. This is the case whether the process sends capabilities to the environment
and the contexts pick up such capabilities. We have P = (new b : B)P'|a(n@5)
and Ia:r.

The extrusion hypothesis let us infer that there is CEj such that :

J = C'[(new b,&)CE;[(P')?| P
CEi[-] = W/|Chana{N}[S|filter g from a7QT in ! net({§}o(n))
| ai(nsS)] | ProxyyA{M}|R]
Here a; is the server counterpart of ¢ and S <: T
Process J' is obtained by letting the threads synchronizing:

a1 QT

J 5= T = Cl(new b, &) net ({ngh T} | CE [( P') 7| P7]

The environment CEg . differs from CE* in that the nonce c is stored and the name

a is registered (it may be registered as well in CE*). Here we also used the trivial
result (MfA)NB = M{tB whenever A <: B.

By removing the leftover of the communication with Lemmas [69,73,75)78 we
obtain:

J' =y C'(new D)t net({ns T} o) | CES[{ P') 7))
The environment CEg differs from CEg . in that the nonce c is not saved.
We exploit the characterization of =47 in terms of typed bisimulation presented
in Chapter 2 and we infer that: [F P = @) and I> P w I[Mn: T P implies
that there is Q' such that

IoQ =D 1y Ts

and IMn:T | P =@ From this we infer that there exists @, s.t.

Q = Qo

(b)a(n@T)
I>Qy —— IMNn:TrQ;

Q) — Q'
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From these results we infer that () has the following shape: Qo =
(new b)Qg | a(n@T).

We apply preservation of execution steps (Corollary 91)) to Q == Q) and infer

K = C[CE'[(Q)"]] ==, CICE*[(Qo) s]]

From H E J, and that J contains the read request

filter § from a{@QT in !net({y}q)) that by hypothesis has not been inserted
by the encoding of P, we infer that the request can be produced on the right side.
From J containing the write request a${nsfS) and from shape of (o, we infer
that the message in the context CEj[—] can be produced administratively from Q.
These results let us infer:

C[CE*[(Qo) gl] =~ C'[(new b)CE;[( Q) 4] -
We conclude that
C[CE*[{ Qo) 5]l & C'[(mew B)CE}[(Qf) 4] -
Now we let the synchronization occur inside the environment CE}[—]:
C’[(new B)CE;[(Qf) 5] “= C'[(new B! net({nsT ) | CES[( Q) ) o) -

Last we apply preservation of execution steps to Q) = @' and we obtain that
there is K* such that

O [(new B)t net({n T} ) | CES[ Q5 ) 5] = K

and p = K =4 C'[(new D)t net({nsfh T} o) | CE3 (@) o]

Summing up, the last two results says that:
C'[(new b)CE;[{(Qp) ol == K~ (5.2)

We glue the results K =  C[CE'[(Qu)g]l, CICE[(Qo)g]] =A

C'[(new D)CE;[(Q})s]], and of equation (5.2), and we infer that there is K’
such that
K= K' AN K~} K*

Finally from IMn : T E P =" @', and from the facts that the context
C"[(new b)! net({ngh L} o)) | =) (i) both can be built around {IMn : T, A}, b/j
(the term N actually was received by the context), and (ii) satisfies the definition
required by &, we obtain the desired result,

p Y RN A C(new D) met (AT ) | CESL(P))]
% C'|(new B)! net ({n T Y} | CES[(Q') o)) & K &4 K
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Contextuality Follows straightforwardly from the definition of Z. Let p
HZK. For the first clause, let p - S. By p € ({I[},b/Z) we have p = C[Sp
| CE*[(P)P)|2C[Sp| CE*[(Q)P]]) where fn(Sp)Nbn(C) = (). For the second clause,
let n ¢ fn(p). Since p C {1[},b/Z, we have p,n/xz C {1},b/Z,n/z. From # term
indexed relation we infer that fn((P), (Q)) C fn(p) and thus n & fn({ fn(P, Q) [}).
From this we infer that p, n/x satisfies the conditions for the base of Z and in turn
since C' = C{n/z} (notice C is closed) we obtain p = HZK, as desired. Last, we an-
alyze the third clause. From p\n C ({1}, /%) we infer p\n |= (new n) HZ(new n) K
as (new n)C[—] satisfies the definition required in Z by the hypothesis on C[—]. [
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A distributed implementation

The main drawback of the implementation devised in Chapter 4 is that all clients
forward requests towards a centralized proxy manager. Clearly, this solution is
hardly realistic and may compromise the scalability of the system, because the
increase of clients’ requests can quickly turn the proxy manager into a bottleneck.
In this chapter, we discuss a new implementation that distributes the proxy services
among different servers. The new solution is based on the idea of partitioning the
network in domains each of which administrated by a proxy server.

6.1 An APle calculus with domains

To model the partitioning of the network in domains, we extend our high level
calculus with the syntactic category of nets, representing compositions of processes
labelled by domains labels, and defined by the following productions:

S, T == 6{P} | S|T | (newn:A)S | stop

Domain labels, ranged over by ¢ are drawn from a denumerable set disjoint from
the set of names and the set of variables. We let fd(S) be the set of domain labels
in S. We emphasize that domain labels are not names, and are never exchanged
over channels, nor are they created dynamically by a restriction. The typing and
dynamics of nets arise in the simplest possible way from the corresponding notions
defined for processes. The two core rules are as follows:

(TypING) (DyNAMICS)
T+ P P-%Q
I't6{P} §{P} = 5{Q}

As a result, domains have no impact on the dynamics and/or the typing of the
high-level calculus: indeed, they serve a different purpose, namely to help devise the
association of processes to proxies in the implementation. Notice, in particular, that
the same (channel) name may be known at different domains: in the implementation,
this will correspond to the name being represented by different channels, located at
the different domains at which the name is known.
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Observational Equivalence

The definition of observational equivalence for nets is inherited from that of pro-
cesses. There is an important difference, however, in the notion of contextuality,
in that a context may not include new domains, but only processes belonging to
existing domains. This is ensured by the side condition fd(U) C fd(S,T) in the
definition below, and constitutes the key assumption for our distributed implemen-
tation: namely, we do not trust domains and proxy servers generated by the envi-
ronment. While this is a somewhat strong assumption, on the other hand it appears
to be realistic: notice, in fact, that the procedure of adding a domain to a network
in real-world scenarios requires physical authentication, rather than network proto-
cols. More in detail, we are modeling subsystems that represent physical locations
with the need for asynchronous communications in-between, rather than subsys-
tems representing units of trust or principals. Indeed, the latter notion of locality
in distributed systems requires mutual distrust among principals and defensive im-
plementations, while we assume that all the proxies participate and fully trust each
other.

Definition 28 (Contextuality for Nets). A type-indexed relation Z over nets is
contextual whenever

o [ESZT and 1+ U and fd(U) C fd(S,T) implies 1 E (S|U)Z(T |U)
o 1 ESZT impliesl,a: AE SZT
o La: AE SZT implies 1 E ((new a : A)S)Z((new a : A)T)

The definition of behavioral equivalence for nets, noted again =7, arises now as
expected.

Definition 29 (Typed behavioral equivalence). Typed behavioral equivalence,
noted =™, is the largest symmetric and contextual type-indexed relation X over nets

such 1 = SZT implies
(i) if TE S|, then 1E T,
(i) if S == S’ then T =T and 1 = S'ZT’" for some T" .

6.2 A compositional implementation using do-
main authorities

Each domain of a high-level net corresponds to a domain manager, which manages
the channels it has created and acts as a proxy for the processes of the domain; the
processes of a domain, in turn, are instructed to send their requests to the proxy
associated with their domain. Since different proxies may have different entries for
the same client name (remember that a name is possibly known in more domains),
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more channels servers may correspond to the same pi calculus name. The domain
managers must therefore mask the presence of multiple queues located at the dis-
tributed channels associated to the same client name. This, in turn, is based on a
further service to gain access to fellow proxies.

We represent public keys used to support the proxy service in each domain

manager by means of a one-way constructor p, and define ¢ £ ek(p(8)) and

6, = dk(p(6)); these keys corresponds to the keys kj, kp utilized in the central-
ized translation. Further, we use an one-way constructor ¢ to represent the public
keys used by the queue service for a domain §: 0, £ ¢ek(q(6)) and 0y £ dk(q(9)).
We assume that domain managers are connected via secure links, represented by a
shared key sk(kp) generated from the private name kp. Finally, we introduce the
following two bits of new notation:

e Chan,[P] indicates the process (new n*,n°) n*(0)| RS, | WS, | P, that is

Chan,, augmented with a further process P

e the notation for links is extended as expected, with a parameter corresponding
to the assigned proxy:

link’ (M,y) in P2
(new k)emit({sk(k), M} ;) |filter y with sk(k) in P

The new implementation is given in Table 6.1. For each domain §, the domain
manager consists of three threads P;t, g,t, Dg,l responsible for the proxy, queue
and domain services, respectively. The three threads share a channel g collecting the
public keys that grant access to fellow proxies. The domain service Dg’l is responsible
for updating this queue with newly acquired domain identities, and for publishing
the public queue key of the proxy associate to the domain .

The proxy and the queue service also share the table of binding client and server
names stored on the private channel ¢. The new definition of the proxy service
extends the one given in Table 4.2 by including a collection of forwarders. Each of
the forwarders, tries to extract a message from the channel queue n° and sends it
off to one of the domain managers known at the time the channel n was created.

The queue service Qg,t waits for the packets sent by the forwarders and by other
domain managers. The server retrieves the name index and checks if the entry is
associated to a channel. If it is, the message is sent to the queue of the associated
channel. Otherwise both the name index and the message are non-deterministically
sent to some of the known domain managers. The non-deterministic choice
Chooserex in P may be implemented in the standard way, namely in terms of a
non-deterministic synchronization on a private name: (new n)n() | zexn().P.

The translation of nets is compositional, and does not rely on any pre-existing
infrastructure for communications, as now the domain managers are dynamically
generated within the translation; as in previous implementations we assume the
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Table 6.1 Distributed Translation

Proxy Service

19
Pqﬂf

Queue Service

5
q,t

Domain Service

5
D q,l

Domain Manager

M5

Translation of nets
(s 6{P} ),
(TeS|T),

(' (newn:A)S),
(I'>stop ),

(1>

lI>

>

>

Hilter (k,z,y) with 6, in if y & Set;- then
let s = Typeof (x) in
t(z).(et § =2(zip,y) in 1(2) | Lnet{{yh sh)
else (new n) t(z.(zsp;n).(nip;n)) | net{{nf str)
| Chan, [g(X)-(@(X) | Ty ex n°(w).emit({z1p, wh,)])

Hilter (x,s,y) with 6. in if y & Set,- then
t(2).(t(z) | let § =7(z, z) in emit({s},+) else
q(X).(¢(X) | Choosey,cx in emit({z,s}r,))

MHilter (x,¢) with sk(kp) in if ¢ € Set;= then q(y).q(y = x)
| emit({0; }sk(kp))

(new t,t*,q,q*,1*)
P21 Q5,1 Do 1 #(0) [(0) [ g (@) | ¢*(D) | 1*(0)

M| (T>P)°
(I'eS) [ (FeT),
(new n) (I''n: A S ),
0

Channels — as in Table 4.2

Clients — as in Table 4.2, with all definitions now parametrized on 9.

Top—level translation (I'c-S) = (I'>S )y
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presence of noise on the communication interface. In the top-level translation of
nets we tacitly assume that each domain label occurs at most once. This represents
no loss of generality, as the dynamics of the net 6{ P, } | 6{ P>} is just the same as that
of the net 6{P, | P»}. Similarly, (new n : A)d{P} is the same as §{(new n : A)P}.

We extend the low-level term environment with the public encryption keys of
the proxy managers corresponding to the high-level free domains:

{61,....0u {00}z, ..., 6,0 /2}
We finally obtain:

Theorem 96. Let I', A and 1 be closed type environment such that I'; A <: 1. Then:
[E=S2"T if and only if {1}, { fd(S,T)} E W | (new kp) (I'>S ) =A™ W | (new kp)
(A>T).

Proof. The soundness result is based on the fact that the interactions introduced by
the distributed protocol w.r.t. the centralized implementation are “administrative”.
More in detail, once extended the definition of administrative reduction (Definition
22) so to include the reductions introduced by the distributed implementation, the
proof follows the schema outlined in Section 5.1, crucially relying on the fact that
Proposition 65/ still holds when the definition of administrative reduction is extended.
The proof of completeness follows the same schema of Theorem 95, namely by con-
sidering a relation containing computing environments that include the context, and
by proving that the relation is a weak equivalence up to administrative equivalence.
As in Theorem 95 the most delicate clause to analyze is reduction closure and follows
by a case analysis of the possible interactions. The interaction among the context
and the computing environment containing the encoded processes is treated as in
Theorem 95, particularly by analyzing which outputs and inputs are available both
for the context and the process. In the case whether the context receives an output,
we apply Lemma 94! to the fact that all outputs coming out from the translation are
emissions of packets (a) encrypted under fresh symmetric keys or (b) encrypted with
asymmetric keys and containing a fresh nonce or (c¢) encrypted under the symmetric
key kp that is known only to proxies and containing a fresh nonce, in order to infer
that these packets are seen as noise by the context. Particularly encoded processes
now encrypt linking requests by using the keys 5;; (rather than by using k:p+ ), and
the low-level term-environment does not contain neither the related decryption keys
d;, nor the seeds 0; (see Lemma 94). In the case whether the context sends an
output, we use the fact that distributed proxies use the filtering mechanism intro-
duced by the first translation; therefore in case a proxy receives a wrong message,
it rolls back to the initial state and releases the packet absorbed on the net, which
are sufficient conditions for reduction closure. The intrusion, extrusion and process
reduction cases are analogous, since the commit reduction occurs in the queue of a
channel manager, as in Theorem 95.

There is a new case that arises when a message in a queue of a channel is
moved to a queue of another channel; this gives raise to a configuration evolving to
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another configuration. More in detail, the first reduction on the channel’s queue is
treated similarly to the process reduction case, as this move needs to be strongly
matched by the related process; however the same message is available on the related
process since we consider the same configuration on both sides. After the internal
synchronization, the packet released by the channel is absorbed administratively by
the queue manager, that in turn forwards the packet to some channel manager (after
an administrative reduction on the queue channel) that receives it administratively.
As in Theorem 95 the use of the up to technique permits to ignore all such subsequent
administrative reductions, and to consider the updated configuration in order to gain
reduction closure.

]



Conclusions

We have developed a secure implementation of a typed pi calculus, in which the
access to communication channels is regulated by capability types. The implemen-
tation is effective even when the low-level compiled principals are deployed in open
contexts, for which no assumption on trust and behavior may be made. The im-
plementation draws on a representation of the typed capabilities in the high-level
calculus as term capabilities protected by encryption keys only known to the in-
tended receivers. Our full abstraction results rely on a proxy service to protect
against malformed messages from the environment. This is achieved by generating
certified names (and associated channels) to represent the context-generated names
within the system.

Our implementation results show that the dynamic management of capabilities
enforced at the high level by using a global type system, can be effectively enforced
in untyped, open, distributed environments by using cryptography without any as-
sumption on the behavior or trust of the low-level contexts. To the best of our
knowledge, this is the first result of this kind for typed process calculi.

As a by-product, since our high-level process calculus is a conservative extension
of the untyped pi calculus, we provided a direct secure implementation of the pi cal-
culus with matching. This resolves the problem of preserving the forward secrecy of
communications in implementations of calculi which support the dynamic exchange
of write and/or read access rights among processes.

We have also developed a distributed implementation in which the certification
service is implemented by a set of distributed proxies. Being fully compositional,
the distributed implementation appears to be adequate for open-ended networks.
The only limitation in this respect is represented by our current assumption that
all proxies that participate in the synchronization protocols be fully trusted; ba-
sically we concern with distributed subsystems that represent physical locations
and communicate asynchronously trusting each other. While a certain degree of
trust appears necessary to achieve a secure implementation, it would be desirable to
have some form of guarantees also in the presence of malicious proxies. This would
model distributed subsystems representing unit of trusts or principals, with the need
for mutual distrust and defensive implementations. Achieving that seems feasible
with our implementation by strengthening the protocols that govern the interactions
among proxies; for instance we may admit self-organized generation and distribution
of keys, and key-authentication based on chains of certificates (c.f. [34]). We leave
this to our plans of future work.

Our full abstraction results rely on the presence of a generator of noise in the
network interface that of course is hardly realistic. Moreover, pragmatically the
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presence of some background traffic rarely prevents information leaks trough traffic
analysis (due to message sizes, addresses). The use of noise could be avoided by
considering semantic equations that hold with a certain degree of probability, e.g.
[63, [77]. More realistic features as timeouts, expiration of keys should be consid-
ered. The resulting implementation, interestingly, would be very close to the actual
distributed scenarios; this represents a challenging area of research that we plan to
investigate.

Another interesting area of research consists in devise cryptographically sound
implementations for the type-based management of capabilities we have presented
in this thesis, in the spirit of [14, [6]. The approach followed in that papers maps high
level processes into a computational setting, rather than in an algebraic framework;
high-level functionalities of pi calculi are implemented by using concrete cryptog-
raphy based on probabilistic algorithms that operate on bitstrings (although [0]
considers an intermediate language inspired by the spi calculus that reflects low-
level implementation constraints of the cryptographic library). This is in contrast
with the algebraic view of cryptographic protocols followed in this thesis and in
other recent works, e.g. [10, 8]. This would bring the implementation more close to
the reality, and represents a perfect complementation of the results of this thesis.
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