An interactive toolset for speech therapy
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ABSTRACT

This paper proposes a novel approach to include biofeedback
in speech and language therapy by providing the patient with
a visual self-monitoring of his/her performance combined
with a reward mechanism in an entertainment environment.
We propose a toolset that includes an in-session interactive
environment to be used during the therapy sessions. This in-
session environment provides instantaneous biofeedback and
assists the therapist during the session with rewards for the
patient’s good performance. It also allows to make audio-
visual recordings and annotations of the session for later anal-
ysis. The toolset also provides an off-line multimedia applica-
tion for post-session analysis where the session audio-visual
recordings can be examined through browsing, searching, and
visualization techniques to plan the future session.
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INTRODUCTION

Humans start learning how to formulate speech in early child-
hood. This process appears spontaneously as we gain the
perception of speech through hearing, which, combined with
lip-reading, gives clues on how to articulate the sounds. The
normal development of speech relies on a normal develop-
ment of the physical and intellectual capacities, as well as
on a stimulating environment. Problems in this development
may slow down the acquisition of normal speech or lead to
speech disorders.

Patients with speech disorders, typically attend speech ther-
apy sessions. In order to have productive sessions, therapists
must keep their patients attention and motivation. For this
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they must use interesting and challenging exercises, which
are adapted to the patients abilities and which are somehow
rewarded.

The classical therapy usually consists of repetitive exercises
with verbal feedback from the therapist. While an adult pa-
tient of speech therapy can understand the need for assisted
therapy and self-motivate with the idea of the results, usu-
ally that is not true for a child that bores and loses motivation
easily. Every parent knows that keeping a child’s attention is
no easy task, more so if the task at hand is enforced such as
speech therapy.

Computer training exercises can play a major role in the field
of motivation while keeping a child focused. This is even
more so if the exercises are actually a game adapted to the
child’s age and needs. With a captivating and entertaining in-
terface the perspective of therapy can improve along with a
kid’s motivation. With game like exercises and a visual re-
ward (such a score or an animated measure of performance) a
child can actually gain the interest to surpass his last produc-
tions of speech, making this a whole new fun and motivating
type of task.

Additionally, therapists use biofeedback mechanisms such as
mirrors and microphones. Using mirrors allows patients to
watch themselves as they pronounce the sound or do a fa-
cial exercise, so that they better associate their intention to
their actions. Microphones, on the other hand, provide rele-
vant information to the therapist for diagnosis of the patient’s
conditions and to monitor the patient’s progress.

Having that in mind, here we propose a toolset for speech
therapy to assist the therapist during and after the sessions.
This includes a game-like interactive environment, which has
a reward system, to be used during the sessions. While this
environment was designed for children therapy sessions, it
can easily be adapted for adult therapy. The toolset also in-
cludes an off-line multimodal tool for monitoring the progress
of the patients and adapting future sessions to the specific
needs of the patient.

Due to the entertainment factor of games, therapy may be
more effective with the help of such tools. The aim of the
proposed game is to help making the therapy sessions more
entertaining as to increase the motivation of the patient on
doing the therapy exercises. Therefore contributing to more
fruitful sessions. Serious games are a useful and effective
tool in several types of therapy. The players may experience
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Figure 1. The speech therapy toolset architecture.

more motivation on performing the needed tasks as opposed
to when only traditional therapy techniques are used.

Several serious games and computer applications for speech
therapy have been proposed [4, 6, 9, 10, 11, 12]. As an ex-
ample, there is the intelligent system proposed by Bunnell et
al., which monitors the progress and suggests exercises for
children’s therapy sessions for articulation problems [3]. The
system uses a game that helps children utter first syllables,
then words and latter phrases through a series of tailored dif-
ficulty increasing speech production tasks. Another example
is the VITHEA system for Portuguese proposed by Abad et
al., which has a virtual tutor that presents word naming ex-
ercises for the treatment of aphasia [1]. Yet, most existing
applications use only audio information.

Here we propose to use both audio and visual information
to make the therapy sessions more motivating and more ef-
fective. The advantages of combining visual and audio data
for speech recognition in speech therapy have been demon-
strated by Engwall et al. [5]. They merge audio and video
analysis for speech recognition by combining the analysis of
facial and vocal tract movements with audio to detect mis-
pronunciation errors. Zhao et al. also combine visual and
audio data for speech recognition [13]. In addition, they use
visual data for feedback. They use 3D animations of the vocal
tract to show the patient the articulated and correct position-
ing while describing textually the error and the needed cor-
rection. OLP (ortho-logo-paedia) is an EU project in speech
therapy for different types of pathologies that also uses visual
information [2]. The OLP system contains a remote tutor-
ing and monitoring system and allows the visualization of the
vocal tract through acoustic-to-articulation mapping in 2D or
3D. Yet, the feedback could be given in a more engaging way,
which can be obtained with a game-like environment and re-
ward system as the one proposed here.

Building on our previous work by Mourdo et al., the proposed
interactive environment combines a reward system with vi-
sual stimuli [7, 8]. It substitutes the conventional mirror with
the image of the patient in the screen and provides interac-
tive features that contribute to creating an environment where
patients can enjoy better their speech therapy exercises. The

fact that the tool gives patients a reward for their performance,
motivates them to mimic vocal and facial exercises. This con-
tributes to practicing the production of speech sounds, but
also to strengthening the muscles of the face and the mouth.

The second part of the framework consists of an off-line mul-
timodal tool for browsing, annotating, searching and visu-
alizing. This gives the therapist access to multimodal in-
formation extracted from the current and previous sessions.
More specifically, the toolset includes an application for post-
session analysis where a patient’s audio-visual recordings can
be examined and annotated through browsing and searching.
It allows monitoring the patient progress and assist in plan-
ning future therapy sessions.

THE TOOLSET

The proposed interactive toolset aims at making therapy ses-
sions for speech and language disorders as well as for oro-
facial myofunctional disorders (a) more motivating and (b)
more effective. The aim of the toolset is not to substitute the
speech and language therapist (SLT), on the contrary its goal
is to help the SLT on planning and executing motivating and
fruitful sessions as well as to keep the patients engaged in the
therapy exercises. The framework provides the SLT with a
comprehensive set of tools that assist him/her in the therapy
session and in the post-session study and analysis of the pa-
tient status and progress. The toolset includes an interactive
environment to be used in-session and an off-line multimodal
tool (figure 1). These will be explored in more detail below.

The in-session interactive environment

Traditional behavioral treatment approaches for speech and
oral motor disorders, such as facial paralysis can benefit
greatly from visual biofeedback for patient motivation pur-
poses, for tracking orofacial motion and for evaluation of the
patients speech productions. Existing biofeedback mecha-
nisms such as mirrors are commonly used in speech therapy.
These instruments allow patients to watch themselves as they
pronounce sounds or do an orofacial movement, which is use-
ful since this way patients understand better the relation be-
tween their intentions and their actions. Here we propose to
include visual biofeedback in an interactive environment to
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provide the patient with a visual self-monitoring of his/her
performance in an entertaining and motivating way.

The interactive environment was designed to be used during
the therapy sessions (right side of figure 1) and provides a
complement to existing biofeedback mechanisms that has the
advantage of being more motivating. The environment pro-
vides visual stimuli that replaces the mirror. As shown in
figure 2.a, the patients are able to see themselves and the SLT
in the screen.

In more detail, it consists of a simple serious game that is pro-
posed as a key instrument to keep the patient engaged and re-
active to the instant biofeedback provided. During the game
the patient is supposed to mimic vocal and facial exercises
that are chosen and explained by the SLT and complemented
with images provided by the tool. These vocal and facial exer-
cises are an extension of exercises that are usually performed
with traditional methods to improve speech sounds produc-
tion and strengthen the orofacial muscles.

The images provided are associated to phonemes or ono-
matopoeias and aim at motivating the child to say particu-
lar phonemes. For instance, if the SLT wants to exercise the
sounds rr and buuh the chosen images will be a lion and a
ghost (see figure 2.a and b). Figure 3 illustrate a few basic
examples of images and orofacial expressions associated to
phonemes. This way, the interactive environment enables the
gamification of the speech therapy session; it creates a healthy
competitive environment in which the child can better enjoy
his/her speech therapy exercises and allows capturing visual
and audio data from the therapy sessions for later analysis.

In addition, the game has a child appropriate reward system
that can be activated to reward the child for his/her good per-
formance. This allows the child to interact with the game in a
fun way: the child can trigger a virtual button that shows up
in the screen and that drops little colorful balls (figure 2.b).

The possibility of exercising in a game environment with
biofeedback and a reward system, gives the child more moti-
vation to perform the therapy activities than when only tradi-
tional therapy techniques are used. While it is up to the SLT
to decide when the child deserves to have the reward of in-
teracting with the virtual button, we are investigating ways of
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Figure 2. The in-session interactive environment. (a) The interface. (b) The reward button.
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automatically suggesting when to use the button based on the
child’s performance. In response, the SLT can then decide
whether he/she accepts the suggestion or not.

This environment has the capability of recording the images
and sounds produced by the patient. To facilitate searching
for recorded data, it associates annotations to the recorded
data. While in the current version these annotations are still
done by the therapist, the proposed game will include au-
tomatically generated annotations provided by a phoneme
recognition module and an orofacial expression recognition
module.

The off-line multimodal tool

The second part of the framework is an off-line multimodal
tool for browsing, annotating and searching (left side of fig-
ure 1). This tool allows to search and browse the recorded
data by name of the patient, phonemes, and other annotations
introduced by the SLT, and then watch and listen to the patient
speech productions captured during therapy sessions.

While the tool’s current version includes only the possibil-
ity of watching the captured speech productions, we are cur-
rently exploring other more informative visualization options.
These include the visualization of spectra, spectrograms, for-
mants and other audio analysis functions. In addition, the tool
will include the option of visualizing more than one produc-
tion simultaneously in order to facilitate monitoring a patients
progress as well as to perform cross-patient analysis to help
the therapist in finding related cases.



CONCLUSION

This paper proposes an interactive environment that aims at
making speech and language therapy sessions more entertain-
ing and consequently more productive. The main novelty of
this work is the combination of visual biofeedback and the
gamification of the speech therapy. While the success of this
approach has been proved in non-therapy areas [7], here we
tackle the speech therapy area.

The in-session interactive environment provides the patient
with visual self-monitoring of his/her performance combined
with a reward mechanism. We have been in close contact
with several SLTs, who have tried the tool. They unanimously
have given us very positive feedback on this environment and
confirmed that it will be a very useful alternative to the mirror.

Besides, the SLTs were particularly interested in the off-
line multimodal tool, which allows them to monitor the pa-
tient’s performance and plan future sessions in more produc-
tive ways than those traditionally used. The off-line multi-
modal tool accesses audio-visual information captured during
the therapy sessions and assist the therapist on analyzing that
data to evaluate the patient’s speech progress, and to mea-
sure the coordination of the patient facial muscles in terms
of orofacial motion. A patient’s audio-visual recordings can
be examined through browsing, searching, and visualization
features.

Future work

There are many types of feedback that can be presented in a
computer based speech therapy tool [9]. A future version of
the proposed interactive environment will provide feedback
with benefits beyond motivation. Navigational feedback on
how to move/position vocal tract articulators (internal per-
spective) can be given to help achieve a correct production
of speech sounds. The measure of performance of a produc-
tion can help the child compare productions and understand
the path to a correct speech production. All the feedback will
be delivered in real time and by being non-verbal it will avoid
subjectivity.

The in-session environment is proposed as a key instrument to
keep the patient engaged and reactive to the instant biofeed-
back provided by the game. While the proposed tool still de-
pends on the therapist to judge the correctness of the speech
pronunciation, in a future version it will perform phoneme
recognition, face detection and orofacial expression recogni-
tion for this purpose. The latter will build on our previous
work by Mouro et al. on facial expression recognition [7, 8].

The offline tool is being extended with features that will allow
to make more complete annotation (such as related to the im-
provements or specific pathologies), more complex searches
(such as by similar patients, productions and pathologies)
and to visualize the data in several useful ways (eg. spec-
trograms). These features will help planning future therapy
sessions and monitor the patient’s progress.
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